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Abstract. The properties of the boundary lubricating films determine the performance of 

friction units, which is most important in the event of a loss of lubricant. It has been found that 

when sunflower oil is added to mineral transmission oil, strong boundary layers are formed 

during friction. These layers reduce wear and friction. Vegetable oils with the lowest iodine 

value have the best antiwear properties. The additional introduction of the product of the 

interaction of rosin with copper (II) hydroxide into the transmission oil makes it possible to 

form lubricating structured layers that improve the tribotechnical properties. 

1. Introduction 

One of the most important properties of oils is their ability to form lubricating films on friction 

surfaces. The ordered arrangement of molecules is one of the main reasons for the decrease in friction 

[1]. High lubricity is provided when shear is localized completely or in large part in the polymolecular 

boundary layer, in which the shear resistance is minimal and wear is practically absent [2-4]. 

Usually wear occurs when the thickness of the liquid film becomes less than the average height of 

the peaks of the sliding surface roughness, that is, under boundary lubrication conditions. The high 

viscosity of gear oils prevents the oil film from squeezing out of the engagement area of the gears, 

allowing metal parts to be divided. In case of loss of lubrication, the bearing capacity of the surface 

layer is set only by boundary films [5]. 

We have found that sunflower oil is capable of forming strong boundary films on the metal surface 

under friction [6]. The formation of such films significantly reduces the coefficient of friction and 

increases the maximum carrying capacity of the oil. This allows the use of lubricants based on 

sunflower oil in heavily loaded tribosystems [7]. 

In this work, we studied ways to improve the performance properties of SAE85W90 oil by 

modifying it with vegetable oils and an additive - the product of the interaction of rosin with copper 

(II) hydroxide. The aim of the work was to find the composition of the transmission oil that ensures 

the formation of strong boundary lubricating films. 

2. Materials and methods 

To determine the tribological characteristics of lubricants, a four-ball friction machine was used. The 

friction force was measured with a DEPZ-1D-0,1R-1 dynamometer with an accuracy of 0,01 N. The 

initial load on the lever was 98 N, then after 20 minutes it increased to 196 N, after another 20 minutes 
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- to 294 N. After the experiment, the measurement was carried out the diameters of the wear scars of 

the balls using an optical microscope. 

The kinetic patterns of changes in chemical bonds in the surface antifriction film were studied by 

IR ATR spectroscopy on a Nicolet 380 spectrometer. 

The presence of the film on the friction surface was confirmed with a Zeiss EVO-18 MA scanning 

electron microscope (SEM) equipped with BSD and SE sensors. The accelerating voltage ranged from 

5 to 15 kV. The film is an insulator, and therefore, its presence on the metal is clearly visible. For 

SEM study of the friction surfaces, excess lubricant was removed with a solvent (nefras). 

The tribotechnical properties of SAE85W90 mineral oil, vegetable oils - sunflower, mustard, 

linseed, camelina, palm oils were studied. 

3. Results and discussion 

Tribograms of mineral and vegetable oils differ significantly from each other, Figure 1. 

 

 

Figure 1. Tribograms of SAE85W90 (1) and sunflower (2) oils 

 

On the tribogram of sunflower oil, at each step of increasing the load, a sharp increase in the 

friction coefficient is observed, and then its gradual decrease with subsequent stabilization (Figure 1). 

Gear oil is characterized by an increase in the friction coefficient over time at each load.  

The dependence of the wear scar diameter on the concentration of sunflower oil in SAE85W90 is 

shown in Figure 2. 
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Figure 2. Effect of sunflower oil additives on antiwear 

properties of SAE85W90 oil 

 

The data obtained can be explained by the fact that the addition of up to 30% sunflower oil makes 

it possible to activate the processes of formation of surface films. This results in a 35% reduction in 

wear. At high concentrations of vegetable oil, the viscosity of the transmission oil decreases, which 

negatively affects its tribotechnical properties. 

Reducing the wear scar diameter during friction in a lubricant containing 70% of transmission oil 

and 30% of the sunflower oil medium is associated with the formation of boundary lubricating films, 

which are detected by instrumental methods, figure 3. 

 

 

Figure 3. SEM image of a boundary film formed in a lubricant containing 70% 

transmission oil and 30% sunflower oil 

 

Study of the friction surface by ATR IR spectroscopy, Figure 4, made it possible to identify the 

groups of atoms forming the boundary film. 
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Figure 4. IR spectrum of the surface formed by friction in a lubricant 

containing 70% transmission oil and 30% sunflower oil 

 

The film contains absorption peaks 2953,8; 2927,1; 2919,6; 2852,1 cm-1 corresponding to 

stretching vibrations of CH bonds; 1747,1 cm-1 - stretching vibrations of C=O bonds; 1463,0; 1377,0; 

1233,0 cm-1 - bending vibrations of CH2 and CH3 groups; 1166,4; 1104,5 cm-1 - stretching vibrations 

of C-O bonds of esters; 720,0 cm-1 - bending vibrations of CH2 groups. The form of the spectrum 

corresponds to the surface films formed by friction with sunflower oil [6]. 

It has been proven that the mechanism of action of vegetable oils as additives is associated with the 

formation of tribopolymer films that reduce the coefficient of friction and protect against wear. 

The next step in our research was to study the effect of the chemical composition of vegetable oils 

on their tribotechnical properties. All vegetable oils, by their chemical nature, are esters of glycerol 

and higher carboxylic acids. The physicochemical and tribotechnical properties of vegetable oils 

depend on the structure of alkyl radicals of carboxylic acids, and, in particular, on the number and 

mutual arrangement of unsaturated C=C bonds in the hydrocarbon skeleton. The quantitative measure 

of the content of unsaturated bonds is the iodine value. A comparison of the tribological properties of 

oils with their iodine value is shown in Table 1. 

 

Table 1. Results of tribological tests of the mineral oil and vegetable oils 

Lubricant 

Friction coefficient, at 

different load on the lever 

(N) 

Wear 

scar 

diameter, 

mm 

Iodine 

value 

 
98 196 294 

SAE 85W90 

mineral oil 
0,13 0,13 0,17 1,45 0 

Sunflower oil 0,08 0,07 0,06 1,02 132 

Mustard oil 0,15 0,14 0,16 1,24 102 

Linseed oil 0,09 0,14 0,16 1,17 181 

Camelina oil 0,13 0,14 0,13 1,37 142 

Palm oil 0,08 0,07 0,05 0,7 54 
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Analysis of the data obtained shows that with an increase in the iodine value, the diameter of the 

wear scar tends to increase. Palm oil exhibits the best antiwear properties with a minimum iodine 

value of 54. 

High lubricity can be achieved when a liquid crystal structure of lubricating layers is formed in the 

friction zone [8-10]. In this regard, it is promising to study substances capable of forming epitropic 

structured layers. It has been shown [11-13] that the addition of liquid-crystal type cholesterol 

compounds to the lubricant leads to the formation of structured layers on the friction surfaces that 

significantly improve the antifriction properties of oils. The disadvantage of such additives is their 

high cost. 

The product of the interaction of rosin with freshly precipitated copper (II) hydroxide (Additive) 

was studied as an additive that forms structured layers. The main component of rosin is resin acids, 

whose copper salts are structurally similar to cholesteryl esters. Due to the specific structural features 

of these compounds, it can be expected that they will create surfaces with a high orientation in the 

process of friction, which can provide an improvement in the lubricating properties and performance of 

the boundary layers. In addition, abietic acid, the main component of resin acids, contains a 1, 3-

butadiene fragment in its molecule, which is capable of participating in the formation of a three-

dimensional network structure. This structure, like a sponge, can be filled with oil molecules and provide 

an additional decrease in the coefficient of friction [14]. The results of tribological tests of various 

compositions of transmission oils containing sunflower oil and an Additive are shown in Table 2. 

 

Table 2. Results of tribological tests of transmission oils 

Lubricant 

Friction coefficient, at 

different load on the lever 

(N) 

Wear 

scar 

diameter, 

mm 

Specific 

load, 

MPa 

 
98 196 294 

70% SAE85W90 + 30% Sunflower oil 0,09 0,10 0,07 1,23 21,05 

70% SAE85W90 + 29,9% Sunflower oil 

+0,1% Additive 
0,08 0,08 0,07 1,10 26,32 

70% SAE85W90 + 29,5% Sunflower oil 

+0,5% Additive 
0,07 0,08 0,07 0,78 52,45 

70% SAE85W90 + 29% Sunflower oil 

+1,0% Additive 
0,07 0,07 0,07 0,77 53,72 

 

Comparison of the data in Table 2 shows that the introduction of the Additive increases both the 

antiwear and loading properties of the oil. Thus, the Additive promotes the formation of boundary 

lubricating layers. 

4. Conclusion 

It is shown that when sunflower oil is added to mineral transmission oil, strong boundary lubricating 

films are formed during friction. 

The addition of the product of the interaction of rosin with copper (II) hydroxide to the 

transmission oil allows the formation of structured boundary films that reduce friction. 
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Simulation of Oscillation Frequency Effects on Complex 

Shape Part Milling 

A S Yamnikov and M N Bogomolov 

Dept. of Manufacturing Technology, Tula State University Tula, Russia 

 
Abstract. The study shows that auto-oscillations occur even at low-speed turning. The paper 

includes a literature review revealing the reasons for machining vibrations. It is difficult to 

analytically describe the physical processes in the cutting area, so we used simulation. Moreover, 

milling is the most difficult process to describe and research. The variable magnitudes/directions 

of the cutting forces resulting in extra auto-oscillations make the analysis even more complex. It 

is shown that reducing the cutting speed leads to lower vibrations, and to lower output, higher 

rigidity, and damping capacity. It is important to know the natural frequency of the workpiece 

to choose the right cutting mode. The finite element method and SoldWorks CAD models were 

used for simulating the complex shape part dynamic behavior. We found out that the workpiece 

natural frequency is 6.5 times higher than the forced oscillation frequency. 

1. Introduction 

Cutting oscillations occur even in turning leading to lower part quality [1-3]. Methods to stabilize and 

control the cutting process are intensively studied [4, 5]. The available papers do not offer an analytical 

definition or the cutting process since the chip material is in its boundary state. So, most researchers 

apply numerical simulation of the physical phenomena in the cutting area [5-14]. The most complex 

process is milling because the magnitude and direction of the cutting forces oscillate systematically, so 

forced oscillation complement the auto-oscillations [8, 9]. Reduced cutting modes, higher rigidity and 

damping capacity can reduce cutting vibrations. Moreover, it can be achieved by changing the workpiece 

location and using vibration-resistant cutters [3-14]. 

  

 
Figure 1. Shaped sleeve 
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Another interference factor affecting thin-walled sleeve milling is the periodical variations of the 

cutting force magnitude and direction [13, 14]. Moreover, re-machining a workpiece with cutting traces 

produces a regenerative effect that boosts the oscillations. 

Figure 1 shows a shaped sleeve used as an example. The wall thickness is 2.5 mm. The upper surface 

has two steps 1. Eight fillets 2, Rmax15-1 radius are to be machined. The surface 2 roughness should be 

Ra 6.3 and the cylindricity deviation should be 0.1 mm.  

The workpiece is a 121×7 tube, GOST 8732-78 made of steel grade 30 (GOST 1050-88.) Such a 

configuration (large sleeve size to the wall thickness ratio) reduces the machining rigidity. It is another 

factor inducing vibrations [3-5, 13, 14]. That is why the non-rigid sleeve milling results in intense 

oscillations.  

“In serial production at SPLAV Corp., the tube workpiece is milled by the RBH BCF3028S32-160 

ball cutters with the ZCET 150CE replaceable inserts. The equipment is the Akira seiki performa v4 

xp4-axis machining center. The workpiece was clearance-placed onto the rigid mandrel. The arbor was 

clamped into the dividing head of the 4th machine axis. A washer, a nut and a stud screwed into the 

rigid mandrel were used for clamping. The cutting mode was: cutting speed V = 282.6 m/min, milling 

RPM n = 3,000 min-1, feed Smin = 450 mm/min, cutting depth t = 2.5 mm, milling width B = 3 mm” 

[3]. Correspondingly, the mill tooth impact frequency was ω = (2×3,000): 60 = 300 Hz. 

 

2. Theoretical background 

It is important to know the natural frequency of the workpiece to choose the right cutting mode. The 

finite element method (FEM) was used for the complex shape part dynamic modeling [10-14].  

According to the FEM concept, the workpiece is divided into elements that form its finite element model. 

Refer to Figure 2. 

 

 
Figure 2. A cylinder model and its partitioning into finite elements 

 

A finite element model of the part was made in the SolidWorks CAD software. The key finite element 

motion displacement equation can be expressed as matrices [15]: 

 
e

e
e

e
e

e
e fqkqcqm 

     (1) 

Where 
   dvNNm

r
v

e
 

 is the finite elements mass matrix; 
   dvNcNc

r
v

e
  is the finite 

element damping matrix; ке is the finite element rigidity matrix; fe is the finite element nodal force 

vector; qe is the finite element nodal displacement vector; [N] are the finite element shape functions; ρ 

is the density; с is the damping coefficient. 
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By summing up the contributions of each finite element we obtained a system of differential linear 

motion equations relative to the nodal displacement vector of the entire finite element model: 

FqKqCqM ddd  
    (2) 

where q is the finite element model nodal displacement vector; F is the nodal force vector; Md is the 

mass matrix, Cd is the damping matrix; Kd is the structural rigidity [15]. 

 

3. Solution 

A law of mechanics is: “A body disturbed from its rest position tends to vibrate at certain frequencies 

called natural, or resonant frequencies. For each natural frequency, the body takes a certain shape called 

mode shape. Frequency analysis calculates the natural frequencies and the associated mode shapes.” 

We used the frequency analysis to estimate the part deformation at its natural frequencies, and the 

fraction of the part mass associated with these frequencies. The total effective mass in each direction 

can also be estimated. Refer to Table 1 for the frequency analysis results. The table lists mass 

contribution coefficients for the global X-Y-Z directions normalized to the total mass. The use of 

sections to divide the text of the paper is optional and left as a decision for the author. Where the author 

wishes to divide the paper into sections the formatting shown in table 2 should be used. 

 

Table 1. Mass contribution coefficients for the global directions 

Mode No. Frequency (Hz) X axis 

% 

Y axis 

% 

Z axis 

% 

1 1,059.8 0 0 0 

2 1,203.5 0 0 0 

3 1,963.4 0 19 52 

4 1,963.6 0 52 19 

5 2,228.7 0 0 0 

6 2,231.2 0 0 0 

Total effective mass, %  71 71 

 

The results show that the mode No. 3 at 1 963.4 Hz along the Z-axis is the most destructive one: 52% 

of the part mass is affected (refer to Figure 3). 

 

 
 

Figure 3. Stress distribution curve for mode No.3 
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For the Y axis the most dangerous is mode No. 4 at 1,963.6 Hz: 52% of the part mass is affected 

(refer to Figure 4). 

 

 
Figure 4. Stress distribution curve for mode No.4 

 
We can claim that central portion of the part is most vulnerable to deformations and vibrations. 

 

4. Conclusion 

The resonance oscillation frequencies along the Y and Z axis are almost equal because the material and 

the wall thickness distribution are nearly identical in two mutually perpendicular directions (ref. to 

Figure 1). 

Natural frequencies of a specific workpiece are 6.5 times higher than the forcing dynamic load 

oscillation frequency, so no resonance can occur. 
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Abstract. The purpose of this work is to establish the relationship between the modes of wave 

strain hardening (WSH) and changes in the ultimate strength, microhardness, impact strength 

of welded joints. The need for these studies is associated with the prevention of destruction of 

welded joints with the help of their subsequent WSH. The uniqueness of the WSH method lies 

in the wave loading of the processed material by shock pulses with a given duty cycle, energy 

and duration. This makes it possible to increase microhardness and form compressive residual 

stresses at a depth of more than 10 mm, which makes the use of the method promising for 

increasing the strength of welded seams. These studies have not previously been conducted. 

Materials 10ХСНД, 30ХГСА and 40Х were taken as objects of research, from which 

important welded products are often made in industry. As a result of the research, based on the 

conditions for increasing the strength of welded joints of the selected materials, rational modes 

of strengthening and the direction of processing have been determined. 

1. Introduction 

Welding is one of the most common technological processes for assembling products of varying 

complexity, such as body elements, pipelines, pressure vessels, etc. In this case, the share of 

destruction of welded structures is approximately 30% of the total number of reasons for their failures 

[1]. Prevention of destruction of welded joints is an urgent task for modern mechanical engineering. 

The requirements for the strength of the weld are such that it should not be lower than that of the base 

metal. To increase metal strength in the heat-affected zone and reduce the residual stresses both in the 

base metal and in welds, various technological methods such as heat treatment, aging, surface plastic 

deformation (SPD), etc. are used [2-7]. 

The use of traditional methods to improve the strength properties of the heat-affected zone - heat 

treatment and aging is characterized by significant time and energy costs and has certain limitations 

associated with the overall dimensions of the processed product. 

Among the SPD methods, for the treatment of welded joints and near-weld zones, ultrasonic and 

vibro-shock treatment, rolling, etc. are used [13-20]. 

A fairly effective method for processing welded joints and near-weld zones, in order to increase 

their strength properties, is the SPD method - wave strain hardening (WSH). This method, due to a 

number of additional design and technological parameters, makes it possible to act on the surface to be 

hardened with controlled shock pulses and to form in it the required hardness distribution at a depth of 

15 mm and create compressive residual stresses [8-12]. However, studies on the use of WSH, to 
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increase the strength properties, were carried out only in fragments, using welded samples made from 

09Г2С steel. 

The purpose of this work is to study the influence of WSH modes on the mechanical properties of 

welded products. 

2. Research methodology 

As a material for research, we used steel widely used in industry for the manufacture of welded 

products, such as: 10ХСНД, 30ХГСА and 40Х. Workpieces with dimensions of 600 * 100 * 7 mm 

were made from each material and then welded into a plate of 600 * 200 * 7 mm. Welding was carried 

out in a semi-automatic mode. 

To prepare for WSH, the leg of the welded seams was cut off to the height of the protrusion above 

the plane of the plate of 0.1 mm. Strengthening by a deformation wave was carried out with an energy 

of 150 J with a shock frequency of 10 Hz and with modes corresponding to a change in the overlap 

coefficient K: 0; 0.3 and 0.6. The overlap coefficient K is a value that makes it possible to evaluate the 

uniformity of overlapping of the plastic imprints of the tool impacts during WSH. The range of change 

for K is from 0 to 1: at K = 0, the prints do not overlap, the edges of the prints border each other; at K 

= 1, there is a complete overlap of prints [8-12]. A rod roller with a diameter of 10 mm and a width of 

40 mm was used as a tool for strengthening. 

In order to identify the most effective direction of hardening, WSH of the welded seams was 

carried out both in the longitudinal and transverse directions relative to the axis of the welded joint 

(figure 1). 

 

 

Figure 1. Welded joints: 1) samples with 

welded joints; 2) area of the welded joint; 

3) axis of the welded joint; 4) direction of 

longitudinal strengthening of the welded 

joint; 5) the direction of the transverse 

hardening of the welded joint. 

 

After WSH, samples for research were cut out of the welded plates on a band saw:  

1) microhardness maps in the welded product;  

2) strength properties of welded joints by static tensile strength test;  

3) impact strength.  

To study the microhardness map after different modes of WSH, hardened samples were cut along 

the weld axis. Microhardness studies were carried out using a KB 30S hardness tester. Static tensile 

resistance tests were carried out on a WDW-100E universal electromechanical computer-controlled 

machine. The determination of the values of the impact strength of the material was carried out on an 

impact driver. 

3. Investigation of the influence of WSH modes on the mechanical properties of welded joints 
The values of microhardness, strength, impact toughness obtained as a result of research at various 

modes of WSH are shown in figure 2-4. 
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Figure 2. Change in ultimate strength, microhardness and impact toughness of welded seams made of 

40X steel as a result of WSH: 1) unselected seam; 2) K=0 transverse hardening of the seam; 3) K=0.3 

transverse hardening of the seam; 4) K=0.3 longitudinal hardening of the seam 5) K=0.6 transverse 

hardening of the seam; 6) K=0.6 longitudinal strengthening of the seam; 7) initial material. 

 

Thus, with WSH of the welded seams of the 40X steel plate, based on the analysis of the obtained 

tensile diagram (figure 2), it was possible to establish that, in general, strengthening led to a significant 

increase in the yield strength and the tensile strength. With transverse hardening with K = 0.3, it was 

possible to increase the ultimate strength by 3% while maintaining the plasticity at the level of that of 

the unhardened welded joint material. An increase in the yield point and ultimate strength, without a 

significant decrease in the plasticity of the material, has a positive effect on the performance properties 

of the part, including the fatigue resistance. 

WSH of plates made of steel 40X led to strengthening of the weld along its entire thickness. Thus, 

the transverse strengthening of the welded seam with K = 0.3 and K = 0.6 led to an increase in 

microhardness, on average over the entire thickness of the welded seam and the heat-affected zone, by 

21 and 16.5%, respectively. Longitudinal hardening of the weld area led to an increase in 

microhardness only by 13 and 9.5%, respectively, at K = 0.3 and K = 0.6. 

The impact toughness of the welded joint formed in 40X steel decreased by 5.8%. WSH with K = 0 

practically does not change the impact toughness of unreinforced weld material. WSH with K = 0.3 is 

accompanied by a decrease in impact toughness upon strengthening in the transverse direction by 

21%, and upon strengthening in the longitudinal direction - by 24%. WSH with K = 0.6 is 

accompanied by a decrease in impact toughness with strengthening in the transverse direction by 

33.7%, and with strengthening in the longitudinal direction - by 39.5%. 
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Figure 3. Changes in microhardness, ultimate strength and impact toughness of welded joints made 

from 30 ХГСА steel as a result of WSH: 1) unselected seam; 2) K=0 transverse hardening of the 

seam; 3) K=0.3 transverse hardening of the seam; 4) K=0.3 longitudinal hardening of the seam; 

5) K=0.6 transverse hardening of the seam; 6) K=0.6 longitudinal strengthening of the seam;  

7) initial material. 

 

When welding plates made of 30 ХГСА steel, an increase in the microhardness of the welded seam 

by 50% compared to the parent metal was established (Fig. 3), which introduces serious restrictions on 

the possibility of a welded product hardening using WSH. 

Thus, the WSH of a welded seam with K = 0 led to an increase in its microhardness by only 7% in 

comparison with an unreinforced seam. When hardening with K = 0.3 in the transverse direction, the 

microhardness increased by 7.1%, and in the longitudinal direction by 4%. Hardening with K = 0.6 in 

the transverse direction led to an increase in microhardness by 8.1%, and in the longitudinal direction 

by 6.9%. 

As a result of the analysis of the static tension diagram, it was found that the ultimate strength of 

the welded joint material is 5.7% higher than that of the initial material. WSH of the weld with K = 0 

led to an increase in the ultimate strength by 5.1%, with a decrease in the ductility of the material by 

38.1%, compared with an unreinforced weld. WSH with K = 0.3 in the transverse direction is 

accompanied by an increase in the ultimate strength by 7% in comparison with unreinforced material, 

and hardening in the longitudinal direction is accompanied by an increase in the ultimate strength by 

only 2.4%. At the same time, plasticity decreases by 22.7 and 38.1%, respectively. WSH with K = 0.6 

in the transverse direction is accompanied by an increase in the ultimate strength by 6.6%, and in 

hardening in the longitudinal direction - by an increase in the ultimate strength by 3% The value of 

plasticity decreased by 38.1 and 54.5%, respectively. 

Due to the formation of a welded seam in 30 ХГСА steel impact strength decreased by 14.4%. 

Hardening with K = 0 practically did not change the impact strength in comparison with an 

unreinforced weld. WSH with K = 0.3 is accompanied by a decrease in impact strength upon 

strengthening in the transverse direction by 19.2%, and upon strengthening in the longitudinal 
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direction - by 21.6%. Treatment with K = 0.6 leads to a decrease in impact strength during hardening 

in the transverse and longitudinal directions by 27.7%. 

 

 
 

 

 

 

 

 

 

 

 

 

 
Figure 4. Changes in microhardness, ultimate strength and impact toughness of welded joints made 

from 10 ХСНД steel as a result of WSH: 1) unselected seam; 2) K=0 transverse hardening of the 

seam; 3) K=0.3 transverse hardening of the seam; 4) K=0.3 longitudinal hardening of the seam; 

5) K=0.6 transverse hardening of the seam; 6) K=0.6 longitudinal strengthening of the seam;  

7) initial material. 

 

The microhardness of the material of the welded joints of plates made of 10 ХСНД steel is by 13% 

higher in comparison with the initial material. WSH with K = 0 leads to an increase in the 

microhardness of the weld by 4.2%. Strengthening in the transverse direction with K = 0.3 is 

accompanied by an increase in microhardness on average over the thickness of the weld and the heat-

affected zone by 5.4%. WSH in the longitudinal direction with K = 0.3 provides an increase in the 

microhardness of the material by 4.2%. WSH in the transverse direction with K = 0.6 provides an 

increase in microhardness by 14.5%, and in the longitudinal direction - by 2.7%. 

As a result of testing the samples under static tension, it was found that when compared with the 

original material, the presence of a weld did not affect the value of the ultimate strength, but the 

ductility decreased by 19%. Strengthening with K = 0 did not change the ultimate strength, and the 

ductility decreased by 12.5%. With WSH with K = 0.3 in the transverse direction, an increase by 

15.3% in the ultimate strength was established, and in the longitudinal direction - by 5.8%. Compared 

with an unreinforced weld, the plasticity in the transverse and longitudinal directions decreased by 

64.8 and 43%, respectively due to WSH. Strengthening with K = 0.6 in the transverse direction made 

it possible to increase the ultimate strength by 20%, and in the longitudinal direction by 9%. At the 

same time, the plasticity decreased by 58.5 and 49%, respectively. 
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Impact strength, due to the formation of a weld in 10 ХСНД steel, decreased by 22.6%. Hardening 

with K = 0 had little effect on the change in impact strength; in comparison with an unreinforced weld, 

it decreased by 4.5%. WSH with K = 0.3 reduces the impact strength during hardening in the 

transverse and longitudinal directions by 3.3%. WSH with K = 0.6 leads to a decrease in impact 

strength during hardening in the transverse direction by 16.8%, and in the longitudinal direction by 

20.2%. 

4. Conclusion  

1. A significant influence of the direction of WSH processing of the welded joint on its microhardness, 

strength and impact strength has been established. The best complex of the above listed properties is 

provided by WSH with transverse hardening of welded joints, which is associated with the 

peculiarities of the implementation of the WSH process and the geometric parameters of the weld. 

2. It has been established that with the WSH of welded seams of plates made of 40X steel, the 

rational mode is transverse strengthening of welded seams with an overlap coefficient K = 0.3, which 

ensures 21% increase in microhardness over the entire section of the welded seam, and preserves its 

plasticity at the level of unreinforced welded joint material. 

3. It has been established that the rational modes for strengthening welds made of 30 ХГСА steel 

are those that provide hardening in the transverse direction with K = 0.3 and K = 0.6. This makes it 

possible to increase microhardness by 7-8% and the ultimate strength by 6.6-7%. It should be taken 

into account that hardening with K = 0.6 in comparison with K = 0.3 is accompanied by a more 

significant decrease in plasticity - by 40%. 

4. It has been established that WSH of welded joints made of 10 ХСНД steel can significantly 

increase their ultimate strength. So, in the case of the longitudinal direction of hardening with K = 0.3 

and K = 0.6, the ultimate strength increases by 15-20%, which is accompanied by a 58-64% decrease 

in plasticity. The optimal mode of WSH of welded joints on products made of 10 ХСНД steel is 

hardening in the transverse direction with K = 0.3, which provides an increase of 5.8% in ultimate 

strength, 5.4% of microhardness with a decrease in plasticity by 43%. 

Acknowledgments 

The research has been performed with the assistance of the Russian Foundation for Basic Researches 

No. 18-38-20066. 

 

References 

[1] Shinkarev A S 2010 Improvement of the quality of the surface layer of welded seams 

based on the improvement of ultrasonic shock treatment Diss. ... Cand. tech. sciences. 146 p. 

[2] Kryukov S A, Tkach M A 2017 Procedia Engineering 206 pp. 200-203 

[3] Shumyacher V M, Bochkarev P U, Slavin A V 2017 Procedia Engineering 206 pp.232-235 

[4] Yang L, Wang D, Guo Y 2018 Tribology International 123 pp.180-190 

[5] Babichev A P, Shudaley S N 2012 Vibration Mechanical Chemistry in Processes of 

Finishing – Hardening Working and Coatings of Machinery (Rostov-on-Don: Don State 

Technical University Publishing House) p 354 

[6] Smolentsev V P 2000 Handbook of technological-engineering (Moscow) p 264 

[7] Babichev A P, Babichev I A 2008 Fundamentals of Vibration Techniques (Rostov-on- 

Don:Don State Technical University Publishing House) p 694 

[8] Kirichek A V, Barinov S V, Yashin A V 2017 IV International Technology Forum“Innovations. 

Technology. Production” (RGATU n.a. P.A. Solovyov) 2 (41) pp. 147-149 

[9] Kirichek A V, Soloviev D L and Lazutkin A G 2004 Technology and equipment of static-pulse

 processing by surface plastic deformation (Moscow: Engineering) 

[10]  Kirichek A V, Barinov S V, Ryzhkova M N, Yashin A V 2019 CEUR Workshop Proceedings

 2485 pp. 265-267 

[11] Kirichek A V, Barinov S V, Yashin A V 2019 MATEC Web of Conferences 297 05012 

20



 
 
 
 
 
 

[12] Kirichek А V, Barinov S V, Aborkin A V, Yashin А V 2018 IOP Conf. Series: Mater. Science 

and Eng. 327 042011 

[13] Vasiliev K V, Vill V I, Volchenko V N, and others 1978-1979 Welding in mechanical 

engineering: Handbook in 4 volumes. (Moscow: Mechanical Engineering) 

[14] Porowski J S, O’Donnell W J, et al. 1990 Nuclear Engineering and Design 124, pp. 91-100 

[15] Eremjants V E, Niu V V 2016 Modern problems of theory of mashines 4(1) pp. 123-127 

[16] Eremyants V E, Niu V V 2016 Journal of Advanced Research in Technical Science 2 pp. 20-24 

[17] Zaides S A, Kuang L Kh 2019 IOP Conference Series: Materials Science and Engineering 

632(1) 012115 

[18] Melnik Y, Zaides S, Bobrovskij N, Cuong N, Levitskih O, Salov P and Lukyanov A 2019 IOP

 Conference Series: Earth and Environmental Science 315 052080 

[19] Lebedev V A, Ahmad E D, Sanamyan G V, Bagdasaryan T M 2019 AIP Conference

 Proceedings 2188 (1) 020008 

[20] Lebedev V A, Shishkina A P, Davydova I V, Morozova A V 2018 IOP Conference Series:

 Materials Science and Engineering 327 042061 

21



 
 
 
 
 
 

Regularities of technological inheritance in the categories  

of loading programs 

V Yu Blumenstein, A А Krechetov 

Department of Mechanical Engineering Technology, T.F. Gorbachev Kuzbass State 

Technical University, Kemerovo, Russia 
 

Abstract. The paper presents an approach to describing technological inheritance as a pattern of 

changing loading programs under the influence of the loading history of the metal of the surface 

layer at the previous stages of processing. The loading program represents the regularity of the 

accumulation of deformation under conditions of a change in the stress state in the process of 

deformation and determines the regularities of the accumulation of metal damage during the 

processing and operation of the product. The proposed approach makes it possible to assess the 

accumulation of deformation and damage to the metal of the surface layer at all stages of the 

product life cycle. 

1. Introduction 

The increasing requirements for the durability of machine parts, including those operating under 

conditions of application of cyclic loads, require continuous improvement of methods and technologies, 

including hardening processing. In this case, the parameters of the quality of the surface layer after 

machining are important, including the parameters of the microstructure, roughness, hardening, residual 

stresses, etc. Ensuring the optimal ratio of these parameters requires the development of a methodology 

for predicting their formation at the processing stages and manifestation at the operation stage. This is 

possible based on taking into account subtle physical phenomena and evaluating the plastic flow of the 

surface layer material when exposed to cutting or deforming tools. In this case, it is important to transfer 

properties from previous operations to subsequent ones, i.e. accounting for technological inheritance 

(TI). This research area has been developed quite intensively over the past 50 years [1-3]. 

Further research and considering of TI made it possible to analyze various designs, technologies and 

manufactures of products from various materials at various stages of the life cycle. Therefore, the 

authors [4] investigated the surface quality and fatigue strength of structural titanium alloys. The 

regularities of the technological inheritance of such material properties as strain hardening, residual 

stresses, fatigue strength, etc. were established. The results made it possible to determine a process that 

is beneficial from the standpoint of fatigue strength and efficiency. In the work [5] it is shown that the 

physical integration of reproductive information, as well as sensory abilities in relation to the loads on 

the components during their life cycle should be implemented in the component itself. Technological 

inheritance was taken into account in the study of technological processes for the production of metal 

products in the form of a sequence of macroscopic, microscopic and submicroscopic transformations, 

typical for the initiated structure [6]. 

The method of nanostructuring deformation was used, which allowed the authors to formulate the 

foundations of a strategy for evaluating various multi-stage materials developing processes to achieve 

the required set of properties. Technological heredity in the form of a multilevel hierarchical system is 

used to describe the production of products from polymer composite materials (PCM) [7]. In this case, 
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products can be represented using graph theory, a distinctive feature of which is the implicit 

representation of the input-and-output relationship. The technological interrelationships of all individual 

transitions and operations are identified, which can contribute to either an increase or decrease in the 

performance characteristics of products. 

The authors [8-9] propose to use the paradigm of technological inheritance to control production and 

use of components, analyze and use the collected data in the development of the next generation of a 

component, and to obtain an optimized structure. This approach allows you to create new generations 

of products based on the life cycle data of previous generations, which are more adapted to the new 

requirements of the actual environment. A.G. Korchunov [10] proposes a formalized concept of 

technological heredity in relation to quality control in equipment manufacturing processes; at the same 

time, TI is described using fuzzy models based on the theory of fuzzy sets. The article [11] is devoted 

to the influence of TI stress-strain state on the accuracy and dimensional stability of non-rigid parts such 

as shafts, which made it possible to determine the negative inherited factors and improve the process of 

manufacturing non-rigid shafts. A.N. Ovseenko performed an analysis of the quality of the surface layer 

of parts of low rigidity, taking into account the influence of TI [12]. The revealed regularities of TI made 

it possible to form the quality of the surface layer of parts, optimal from the point of view of fatigue life, 

at the stage of its technological design by performing a rational sequence of finishing and hardening, 

and thermal operations [13]. Some authors [14] believe that it is expedient to describe TI of the 

operational properties in the processes of manufacturing parts by a graph reflecting the transmission 

coefficients and the mutual influence of physical-and-mechanical and geometric parameters. The 

research made it possible to develop methods of technological management and control of the 

inheritance of the operational properties of parts, including measurements of the physical, mechanical 

and geometric parameters of the material and surface for the most critical parts. The work [15] shows 

the rational influence of TI in the processes of manufacturing and restoration of the rods and journals of 

the crankshaft. Based on the research results, it was recommended to monitor and control the plasma 

metallization operation to ensure stable hardness and thickness of the coating; to regulate the depth of 

cut and the feed of the grinding wheel with a uniform allowance at the final machining operations. The 

TI analysis during the restoration of the working surfaces of the crankshafts and camshafts of the engines 

made it possible to revise the sequence of technological transitions and regulate technological influences 

[16]. In [17], it was shown that the purposeful formation of the surface layer, taking into account TI, is 

one of the most important tasks of the technological process of manufacturing parts with nano- and 

submicrocrystalline structure. 

Within the framework of this study, the apparatus of mechanics of deformable bodies was used to 

describe the state of the metal of the surface layer at the stages of the part's life cycle, including cutting, 

surface plastic deformation (SPD), and operational fatigue loading. This description is based on the 

concept of continuous accumulation of deformations and exhaustion of the plasticity margin of the metal 

of the surface layer of the part under the influence of loading programs at the stages of cutting, surface 

plastic deformation and operational fatigue loading [18-20]. 

When solving the problems of mechanics, the initial characteristics of the metal include hardening 

curve 𝜎𝑠 = 𝜎𝑠(Λ), limiting plasticity curve Λ𝑝 = Λ𝑝(Π), loading program as Λ = Λ(Π), degree of 

depletion of the plasticity margin Ψ = 0 in the initial unhardened state, and the diagram of cyclic crack 

resistance 𝑉 = 𝑉(𝐾), where 𝜎𝑠 – flow limit; Λ  – shear strain rate; Λ𝑝 – limiting shear strain rate for a 

given indicator of the stress state diagram Π; 𝐾 – stress intensity factor; 𝑉 – fatigue crack growth rate. 

2. Loading programs at the stages of the life cycle 

As noted, for a quantitative assessment of the loading history (technological inheritance), it was 

proposed to use the concept of the LP. The loading program describes the accumulation of deformations 

under the conditions of a changing stress state of the metal of the surface layer in the plastic deformation 

site at each stage of loading. Thus, the loading program reveals the physical laws of the formation of the 

surface layer. The convenience of its use in the theory of technological inheritance lies in the fact that it 

has a serious scientific basis, based on the fundamental section of physics – continuum mechanics; it 
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has a technological meaning, since it is completely determined by technological factors; it does not 

contradict the existing engineering parameters of the state of the surface layer, since the degree of 

deformation Λ has a relationship with hardness, and the stress state indicator Π – with residual stresses; 

it can be used for each operation (loading stage), including mechanical tooling and subsequent 

operational loading, which made it possible to perform an end-to-end analysis of all stages of processing 

and operation of parts from a single methodological standpoint; it has a clear connection with the degree 

of depletion of the plasticity of the metal. 

In accordance with the established regularities, when developing a generalized model of LP, it was 

taken: 

 the metal is in its original state (not hardened); 

 the loading program consists of three stages of quasi-monotonic deformation at the stages of 

cutting and SPD, and n stages at the step of fatigue loading (where n is the number of loading cycles); 

 the accumulation of deformations in the deformation site (at each stage) occurs continuously; 

 the loading program at each next stage starts from some previously accumulated deformation 

value; 

 the change in the sign of deformation at the boundaries of the stages occurs abruptly, respectively, 

the numerical values of the scheme indicator change abruptly; 

 the type of LP at each next stage of loading is determined by the history of loading. 

For example, for the stages of cutting and SPD, the generalized model of the loading program at 

three stages of quasi-monotonic deformation is as follows: 

 

Λ𝑖 =
1

𝜎Π√2𝜋
𝑒
−
(Π𝑖−Π𝑗)

2

2𝜎Π
2

, 

 

(1) 

 

where Λ𝑖 and Π𝑖 – respectively, the initial (current) values of the degree of shear strain and the scheme 

indicator at the stages of quasi-monotonic deformation; Λ𝑗 и Π𝑗 – respectively, the final values of the 

degree of shear strain and the indicator of the scheme at the stages of quasi-monotonic deformation; 𝜎Π
2 

– variance of the scheme indicator. Initial state for unhardened metal Λ0 = 0 and Π0. Further adopted: 

for the first quasi-monotonic stage: 
 

{
 
 

 
 
Λ
𝑖=1 = 0            

Π
𝑖=1 = −0,577

Λ
𝑗=1 = Λ1         

Π
𝑗=1 = Π1         

,              (2) 

 

for the second quasi-monotonic stage: 
 

{
 
 

 
 
Λ
𝑖=2 = Λ1                       

Π
𝑖=2 = Π1                     

Λ
𝑗=2 = Λ1 + Λ2          

Π
𝑗=2 = Π2                     

,       (3) 

 

for the third quasi-monotonic stage: 
 

{
 
 

 
 
Λ
𝑖=3 = Λ1 + Λ2                    

Π
𝑖=3 = Π2                               

Λ
𝑗=3 = Λ1 + Λ2 + Λ3 ,         

Π
𝑗=3 = −0,577                     

 (4) 
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where indices 1, 2, and 3 refer to the corresponding quasi-monotonic stage. 

The initial values of the scheme exponent and the shear strain rate certainly depend on the loading 

history and may differ from those accepted. Then the loading program of the first stage starts from a 

certain accumulated value of the shear strain rate. In accordance with this type of description, between 

the first and second stages, there is an abrupt change in the indicator of the stress state, which reflects a 

violation of the monotony of the process. As you can see, the loading program for each next stage starts 

with the scheme exponent corresponding to the end of the previous stage, and the deformation – from 

the previously accumulated level. As a result, deformation accumulates at the end of the second stage 

(Λ1 + Λ2), and the third – (Λ1 + Λ2 + Λ3).  
The starting value of the scheme exponent at the first stage and the finishing value at the third stage 

are taken equal to Π = −0,577. This corresponds to the concept of the beginning and end of the plastic 

flow of metal in a plastic deformation site, which is a characteristic of the beginning of plastic flow of 

material under conditions of simple compression. Depending on the type of the problem of mechanics 

being solved, these values may differ from those adopted in the proposed models. 

The paper establishes the numerical values of the circuit indicators at the start and finish, as well as 

the dispersion of the scheme exponent at the corresponding stages of the loading program. 

An analytical description of the loading program at the stage of fatigue loading is obtained; the 

numerical value of the scheme exponent is determined by the combined action of the tensors of the 

external load and residual stresses. In each cycle, there are several sections of quasi-monotonic 

deformation. Therefore, the loading program at the stage of cyclic life consists of a set of programs for 

loading the metal of the surface layer of the part in each cycle of fatigue loading. At the start of fatigue 

loading, only residual stresses act, during loading – residual and external cyclic stresses, and at the finish 

– only cyclic stresses. This is due to the gradual relaxation of residual stresses as deformations 

accumulate and the plasticity margin is depleted. 

Different loading histories lead to different configurations of loading programs, which means 

different curvature of the lines, the slope of these lines to the coordinate axes, the range of values of the 

scheme exponent and the degree of deformation in each cycle. 

Thus, the stage under consideration ends with the accumulation of the limiting deformation Λ𝑝, 

complete relaxation of residual stresses and complete depletion of the plasticity margin, i.e. Ψ = 1. This 

state corresponds to the first signs of material discontinuity in the form of defects with a size of  

(0.02-0.2) mm. The appearance of these visible defects means the beginning of a new stage – the stage 

of cyclic crack resistance, which means the work of a part with a crack.  

The paper provides the analytical description of the loading programs for this stage in the categories 

of cyclic crack resistance diagrams in the form of 𝑉 = 𝑉(𝐾). 

3. Technological inheritance in the categories of loading programs 

Based on the studies performed, the following possible options for taking into account the loading 

history (technological inheritance) in the categories of loading programs can be proposed. 

The general description of the manifestation of heredity in the formation of the loading program of 

the n-th stage in the presence of n previous stages of loading is presented in the form: 

  

𝐿𝑃𝑛 = 𝑓𝑛 (𝐿𝑃𝑛−1 (𝐿𝑃𝑛−2(𝐿𝑃𝑛−3…(𝐿𝑃1)))). 
(5) 

 

In other words, the loading program at a given quasi-monotonic stage is determined not only by the 

nature of the effect and accumulation of deformation at a given time, but by the entire history of the 

change in the function of the shear strain rate from the indicator of the stress state diagram. 

It can be stated that 𝐿𝑃𝑛 is a functional from the load history described in the categories of loading 

programs, i.e.: 
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𝐿𝑃𝑛 = 𝐹𝑖=1
𝑖=𝑛−1(𝐿𝑃)𝑖. 

(6) 

 

Studies have shown that the “older” the history, the less the influence of this loading history on the 

character of deformation accumulation and depletion of the plasticity margin at a given quasi-monotonic 

stage of loading. In this case, the peculiarity is that the loading program and the nature of the depletion 

of the plasticity margin at the previous loading stage have the greatest influence on the accumulation of 

deformations and the depletion of the plasticity margin at this stage. The role of more "ancient" stages 

is reduced to the influence of the total (accumulated) deformation and the degree of depletion of the 

plasticity margin on the formation of loading programs. 

Let us formulate the general rules of technological inheritance using the concept of loading programs. 

1. Technological inheritance is manifested in the formation of hereditary deformation sites at each 

stage of loading. 

2. Technological inheritance manifests itself in the formation of hereditary loading programs 

depending on hereditary deformation sites, which act as a set of initial and boundary conditions in 

solving problems of deformation mechanics (Fig. 1). 

 

 
Figure 1. Loading programs for cutting stages, SPD and fatigue loading 

 

3. The history of loading is described in program categories in the previous stages of loading. 

4. Technological inheritance at each subsequent stage manifests itself through the transformation of 

loading programs in comparison with loading programs for a material that does not have a similar 

deformation history. 

5. The inherited loading program "decays" in accordance with the exponential hereditary law, which 

manifests itself in the displacement of the LP to the region of more "rigid" loading schemes. 

6. Each stage (and step) is characterized by its own rate of deformation accumulation in unreinforced 

material. 

7. The rate of accumulation of deformations at each subsequent stage of loading "decays" (decreases) 

in accordance with the exponential hereditary law. 

8. The set of analytical expressions for the LP rates at the previous stages constitute the core of the 

hereditary type functional (HTF) at this stage of loading in the categories of loading programs or the 

rate of depletion of the plasticity margin. 

26



 
 
 
 
 
 

9. The influence of the change rate in LP on the HTF at the early stages is significantly lower than at 

the previous stage. 

10. Residual stress state hereditarily depends on the total (accumulated) values of the degree of 

deformation and the rate of depletion of the plasticity margin. 

Technological inheritance in a mechanical interpretation is the interaction of various sequential 

loading programs with a decreasing deformation site, when the accumulation of defects at each 

subsequent stage occurs under conditions of more severe loading schemes than at the previous one. 

The history of deformation development is a general property described in the chronology of loading 

programs for the metal of the surface layer of the product. 

Technological inheritance is a regularity that characterizes the ability of previous loading programs 

to influence the formation of loading programs at subsequent stages, and being a consequence of a 

certain history of loading the metal of the surface layer of the product. 
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Study of the parameters of the pure iron structure  

after surface plastic deformation treatment  

with a complex-profile tool  

V Yu Blumenstein, K S Mitrofanova 

T.F. Gorbachev Kuzbass State Technical University, Department of mechanical 

engineering technology, Kemerovo, Russia 

Abstract. The structure of pure iron after surface plastic deformation (SPD) by a multiradius 

roller (MR-roller) was studied using optical microscopy (OM) and atomic force microscopy 

(AFM). An optical microscope of reflected light is used to study the size and uniformity of grains 

and subgrains (Neophot-21). The fine structure of the sample surface was studied using an atomic 

force microscope (Solver PH47-PRO) contact method. The paper shows changes in the 

deformation relief of the material after processing with an MR-roller. 

1. Introduction 

Currently, a number of studies have proved the possibility of grinding the structure using surface plastic 

deformation (SPD) methods [1-7]. 

Thus, in the study [8], the possibility of grinding the structure was first discoveredbearing steel 

100Cr6after diamondburnishing. Klassen N. V., Kobelev N. P. and co-authors [9] showed the possibility 

of creating a gradient nanostructure using ball rolling (Ø3 mm). At the same time, as the depth increases 

even by 2-3 micrometers, the grain size increases several times. A team of authors [10] investigated the 

mechanical properties of alloy samples PbTeunder torsion conditions with high hydrostatic pressure. A 

decrease in the grain size to 300 nm was found, which led to significant strain hardening without failure; 

this is evidenced by the results of nano - and microhardness tests. 

Previously, metal studies were conducted after processing SPD with a multiradius roller (MR- roller) 

[11-13] and a number of effects that positively affect the mechanical characteristics are established: 

increasing microhardness; reducing roughness; implementing a loading scheme, according to which an 

intense hydrostatic pressure is created in the surface layer of the material, and others. However, the 

characteristics of the structure were not sufficiently studied. 

One of the informative methods for studying the structure of materials on submicron spatial scales 

after various processing methods is atomic force microscopy (AFM) [14-22]. 

In this regard, the aim of the work is to study the elements of the material structure after processing 

the SPD with an MR-roller. 

2. Materials and methods 

Experimental studies consisted in processing a sample of pure iron with an MR-roller Ø 60 mm  

(fig.1, a) in the next mode: running-in forceP=2700 H; traverse feedingS=0,07mm/ rpm; speedn=630 

rpm/min. The multiradius roller has the shape of a working surface profile in the form of a combination 

of sequentially arranged deforming elements (DE) with radii of constant value located relative to each 

other with some displacement in the radial and axial directions: Rpr1 = 1 mmwith interference  
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ℎd1 = 0,05 mm;𝑅pr2 = 1 mmwith interferenceℎd2 = 0,072 mm; 𝑅pr3 = 1 mmwith interference ℎd3 =

0,076 mm;𝑅pr4 = 0,3 mm with interferenceℎd4 = 0,099 mm(fig.1, b) [23]. 

 

 

 
 

a) b) 

 

Figure 1. Scheme SPD by MR-roller: a) Scheme of the machining process on a numerical control 

lathe (NCL), 1 – MR-roller, 2 – work piece, 3 – pressure center; b) General view of the working part 

MR-roller 

 

After rolling the MR-roller, the metallographic section was prepared for optical (OM) and atomic 

force microscopy (AFM). Any defects were not allowed on the surface of metallographic sections.  

The parameters of the structure of the studied sections, namely, grain and subgrain sizes and their 

homogeneity, were determined using a reflected light optical microscope "Neophot-21" at 

magnifications of 200 and 500 microns. The thin structure of the surface of the sections was studied 

using an atomic force microscope Solver PH47-PRO. To study the deformation relief of the surface, the 

"Contact Mismatch Method" mode was used» (DFL). The contact method is intended for more accurate 

detection of the deformation relief of cross-sections of sections by AFM method. The combination of 

contact mode with DFL allowed us to get additional information about the surface topography. The 

essence of the method is that during the scanning process, the current value of the signal associated with 

the cantilever bend is a signal of mismatch in the feedback circuit and contains additional information 

about the surface relief. This signal is used for a more accurate reproduction of the relief. During the 

scanning process, the adjusted speed of processing the mismatch signal was set so that the system 

worked out relatively smooth terrain features quickly enough and at the same time was slow enough to 

work out steeper sections. As a result, the mismatch signal weakly displays smooth terrain features 

(grains) and displays sharp roughness (inclusions and grain boundaries) with high contrast. 

It should be noted that the working area of the cantilever of the device has dimensions of ~ 10 nm, 

and the characteristic distance between the probe and the sample surface in an atomic force microscope 

is 0.1-10 nm in order of magnitude. Thus, the use of V-shaped NSG10 (NT-DMT) cantilevers with a 

resonant frequency of 240 kHz and pyramidal probes, which have a ratio of the probe height to the base 

width of 3:1, the radius of the rounded end is less than 10 nm, the ratio of the probe height to the base 

width of 1:1, and the radius of the rounded end is less than 50 nm, allowed us to obtain a surface 

topography with a fairly high resolution. 

The size of the scanning area during the study of the deformation relief varied from 25 to 50 microns, 

depending on the size of the object under study. The image of the surface within one scan was built line 

by line along 255 lines and remained constant for all subsequent images. 
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3. Results and discussion 

Metallographic analysis showed that from the edge of the free surface (0.01-0.02 mm), an intensely 

deformed layer with a depth of 150 microns was detected (fig. 2-3). The average grain size in this area 

was ~ 20-25 microns: horizontally 2 ±1.5 microns, vertically ~ 20 ± 5 microns.  

 

 
 

Figure 2. The structure of sample No. 1 after the SPD MR-roller (force of 2700 H):a – on an optical 

microscope, magnification of 200 times; b) on an optical microscope, magnification of 500 times, with 

sections: 1-intensely deformed layer (150 microns); 2-deformed layer (50 microns); 3-transition layer 

between the deformed and initial state (250 microns); 4-undeformed layer (initial state of pure iron);  

c, d – 2Dscan image of the deformed surface (AFM). 

 

 
 

Figure 3.The structure of sample No. 1 after the SPD MR-roller, OM- images, zoom х200 microns. 

Areas of OM and AFM studies: 1 – hardened layer (left edge), 2-3 – hardened layer (center),  

4 – hardened layer (right edge), 5 – non-hardened layer (middle of the sample) 

 

Figures (2 in and 4) show that the grains are thin, but strongly elongated along the direction of metal 

flow, and in some places repeat the undulating contour of the working part of the MR-roller. 

At a depth of 150 microns from the free edge of the surface, you can observe a deformed layer  

(50 microns deep), in which the grains are slightly less elongated in the direction of the metal flow and 

slightly enlarged. The average grain size was ~ 23-25 microns: horizontally 4 ±1.1 microns, vertically 

~ 23 ± 1.8 microns. 
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At a depth of 200 microns from the free edge of the surface, a transition layer was found between the 

deformed and initial state (depth of 250 microns), in which the size of the deformed ferritic grain can be 

increased. The average grain size in this area was ~ 25-30 microns: horizontally 5 ±2.3 microns, 

vertically ~ 25 ± 3 microns. 

The dimensions of the structure elements were taken from an atomic force microscope using the 

profilogram method (Fig. 4). the size of the studied area was 25 × 25 microns. 

The height of the grain boundaries at point # 1 (Fig. 3) varies from 0.01 microns to 0.08 microns, 

and the width varies from 0.05 microns to 0.5 microns. The height of inclusions (chromium carbides) at 

point # 1 varies from 0.011 to 0.45 microns, and the width varies from 0.09 to 5 microns. The height of 

the grain boundaries at point 2-3 (fig. 3) varies from 0.01 to 0.015 microns, and the width varies from 

0.5 to 1 microns. 

 
a) 

 
 

b) c) 

 

Figure 4.Scan images of the structure and topography of the Armco-iron surface: 

a) 2D scan-image with a profilogram of the structure; b) 2D scan-image of the surface of the structure; 

c) 3D scan-image of the surface relief 

 

The height of inclusions (chromium carbides) at point # 2-3 varies from 0.04 to 0.8 microns, the 

width varies from 0.4 to 1 microns. The height of the grain boundaries at point # 4 (fig. 3) varies from 
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0.012 to 0.08 microns, and the width-from 0.04 to 0.5 microns. The height of inclusions (chromium 

carbides) at point # 4 varies from 0.04 to 0.8 microns, and the width – from 0.2 to 1 microns. 

OM and AFM studies showed that a deformed layer up to 250 microns deep was detected from the 

edge of the free surface (0.01-0.02 mm). Figure 5 shows a graph of grain size distribution.  

 

 
 

Figure 5.Graph of grain size distribution over the depth of the hardened layer 

4. Conclusion 

The distinctive features of grains in the hardened region are their "elongated" shape in the direction of 

the MR-roller feed (the direction of the main deformation) and curved grain boundaries. 

The authors believe that the identified effects will favorably affect the macromechanical 

characteristics of the hardened metal. 
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Abstract. The article considers the task of alignment of trajectories of machine executive 

elements set by CNC-system with evolutionarily changing properties of the cutting process in 

such a way that minimize the wear intensity. Consequently not position optimizes in the space 

of the technological regimes but its trajectories are harmonized with changes of the properties of 

the manufacturing process. The definition of trajectories is considered from the point of view of 

synergetic mutually agreed interaction of external control and internal dynamic of the cutting 

system. 

The study of alignment is performed on the basis of constructing mathematical models of a 

controlled dynamic system and performing digital experiments for a cutting system, the 

parameters of which and tool wear depend on the phase trajectory of the power of irreversible 

energy transformations in the cutting zone. Based on the research, new directions for improving 

the efficiency of cutting processes on CNC machines are proposed, which allow increasing the 

productivity of the cutting process without changing the requirements for the quality of 

manufacturing parts. 

1. Introduction  

After the publication of works on the synergy of interaction of systems with different environments [1,2] 

many issues of improving machine processing began to use the system-synergetic paradigm [3, 4]. It is 

uses to optimize of cutting process [5-14] take into account wear intensity of tools that is increment of 

wear along path. This is due to the fact that all the main characteristics of the process change with 

development of wear, including the quality indicators of parts. Therefore, the study of the influence of 

processing conditions, properties of tool materials, the lubricating and cooling medium, technological 

modes, tool geometry, vibrations, etc. on wear has been the subject of numerous studies [3-9]. It is show 

that the properties of the soldered zones change fundamentally, in which new dissipative structures are 

formed as power irreversible transformation increases. In particular, it is proved that when the speed 

increases, there is an optimal value at which the wear intensity is minimal. In this case, there is a 

transition from the prevailing adhesive to diffusion wear. This transition corresponds to a defined power 

of irreversible energy transformations, which is estimated by temperature during cutting. Therefore, 

article presents proven hypotheses about the existence of an optimal cutting temperature in which the 

wear intensity is minimal [15 - 18]. It is show that tool wear and indicators of the quality of 

manufacturing parts depend on the dynamics of the cutting process [19 - 29]. Moreover, the dynamic 

properties of the manufacturing process have the property of evolutionary changes [30 - 35]. Moreover, 

the evolution depends on the phase trajectory of the power of irreversible energy transformations in the 

cutting zone for perfect work. One of the manifestations of evolution is the development of tool wear 

[34, 35]. The improving the processing efficiency on the machines is the next step aimed at improving 
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the processing efficiency on the machines is to align the CNC program of the machine with the 

evolutionarily changing dynamic cutting system. The solution to this issue is discussed in the article.  

 

2. Link between external control and internal dynamic of cutting system.  

At first, the concept of the cutting system is described. Following coordinates of state and control are 

introduced (fig. 1).  

1) Trajectories of executive elements of machines (TEEM) are set CNC-program and considered 

in the article as a control: 
(3)

ll  Ttltltl )}(),(),({ 321  and 
(3)

V 1321 )}(),(),({  TtVtVtV .  For 

turning machine these are trajectories of the cross-section )(1 tl  and longitudinal )(2 tl  calipers and the 

rotation of the spindle )(3 tl . Derivatives Vdl/dt   are the speeds of executive elements. The link of 

 DtV )(3  (  - cyclic frequency) is obvious. The phase trajectories 
TlVlVlV )}(),(),({ 332211ФV  

correspond to vectors l  and V . For instance, the trajectory of speed of the longitudinal caliper 2V  along 

the axes 
2l  is desired phase trajectory. Modern machines ensure with high accuracy correspond of the 

programmed trajectories to the real ones within the bandwidth of the servomotors.  

 
Figure 1. Scheme of controlled dynamic cutting system 

 

2) The space of elastic deformation 
(3)

XX  TtXtXtX )}(),(),({ 321 . The tool deformations 

are considered in movable coordinates system l  and relative to the machine carrier. Following the 

previously justified provisions, the dynamic subsystem of the tool in the movable coordinate system is 

represented as [35] (fig. 1)  

Σ2

2

FcX
dt

dX
h

dt

Xd
m   

(1) 

where   3,2,1,,:,0,:,, ,,,  ksksприmksприmmm ksksksm
 

in mmkgf /2 , 

 ksh ,h
 
in mmkgf / ,   3,2,1,,,  ksc ksc  в mmkg / - are symmetrical, positively definite matrices of 

inertial, speeds and elastic coefficients;  
(3)

XΣF  

TFFF },,{ 3,2,1,  - cutting force are represented 

in coordinates of state and control, allowing relate elastic deformation with X  parameters of interacting 

subsystem and vectors l  and V . The force 
ΣF  is presented as sum ФFFΣ  .  There 

(3)

XF  TFFF },,{ 321  and (3)

XФ  TФФФ },,{ 321  is forces acting on the front and back face of 

the tool (fig.1). Following properties are taken into account for F : 
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 ][FMod  depends on the area of the cut layer S ; 

 proportional coefficient   between 0][ FMod F  and area S decrease in the medium speed 

range when the speed increases; 

 lag of forces 0F  in relation to the variations of the area S  is taken into account; 

 orientation of forces in space with small variations X  is represented by angular coefficients that 

is 
TtF },,){( 3210 F(t) . Then  

)()()]}/(exp[1{/ 33000 tSttdtdXVFdtdFT PP   (2) 

where 0T - the time constant of chip formation  sec ;   - pressure chips in the region of small velocities 

2/ mmkg ;   - dimensionless coefficient;  - coefficient that determines the decrease in forces as the 

speed increases.  

 

Forces Ф  in the areas of contact of the back faces of the tool with the workpiece, disproportionately 

increase as they approach to the workpiece. Convergence is determined by changing the angles between 

the back faces (main )(2, t  и auxiliary )(1, t ) the direction of the cutting speed. Back angle 

2,1),(,  iti   

2,1),()(,  itt iii  ,  
(3) 

where i   - back angle of the tool in static; )](/)([ 32 tVtVаrctgi   - angle variations due to changes 

in V  and X . Value 
i  and the radius at the top of the tool change due to the development of wear w . 

In addition, the dependence of the coefficient of friction on the speed is taken into account. Fair enough 

then 










 


],Ф[Фk(t)];Фβ[α(t)]X[tρФ

(t)];β[αdt}/dt]dX[V{ρФ

TΣ,

)(

P

Σ,

t

Tt

213221

0

02

112201

exp

exp
,  

(4) 

where 1 , 2 - growth factors; 0  - parameter that makes sense of stiffness; 

)]exp(1[ 31 Vkk TTT     - coefficient of friction. 

The vector of shape-generating movements 
(3)

lU(t)  TUUU },,{ 321 , which differs from TEEM 

in the values of elastic deformations X(t)l(t)U(t)   is considered and also the relationship between 

U(t) , l(t) , X(t)  
and technological modes (5) is determined 

,;/)(;)}()({)();()()( 33221

0

1 X(t)l(t)U(t)  


dtdXDtVdvVtStXdVtt

t

Tt

P

t

P   
(5) 

where )(ttP , )(tSP
, )(tVP

 - depth, feed and cutting speed; 
1)( T - part turnaround time. It follows 

from (5) that for longitudinal turning consttdV P

t


)0(

0

1 )(  .  The feed change function )(tSP  
is 

related to the feed speed and speed of deformation )(2 tv  by an integral operator whose integration time 

depends on the spindle speed.  
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Cutting has evolutionary properties manifesting in changing the parameters of dynamic coupling, in 

the development of tool wear, in changing the output characteristics of processing. Moreover, the driving 

force of these changes is the power of irreversible transformations in the cutting zone. Previously, 

methods allowing model evolution based on analysis )(tN  are developed. It relies on the Volterra 

integral equation of the second kind to calculate the reduced power )()( tN П
, in the function of which 

the wear rate changes [30 - 35]  

)(},)()()({)( )(

0

)( П

w

t

П NФvdNtWtNtN     
(6) 

where  - coefficient  1sec ; - dimensionless core that simulates the dynamics of physical 

interactions that determine the wear rate wv . If wv  is set, then lwv l

w  /)(
 and w  wear are determined  

 

t

ww

l

w dvtwVvv
0

)( )()(),/(   
(7) 

where ]/[ )( dtdModV Ф
L

- projection of the total speed on the direction of travel. 

Trajectories )(tw  correspond to trajectory of parameters system.    

These models allow, first, to find out the dependence U(t)  
on 

ФV , V and l . Secondly, to determine 

the change of the system dynamic and its evolution depending on the TEEM. Many of these issues were 

discussed earlier [20 - 23]. Current task is to alignment  the external control is set by 
ФV , V and l  and 

with the evolutionarily changing dynamic cutting system.  

3. Optimal alignment strategy 

The purpose of the cutting process is to produce a batch of parts of a requirement quality while 

minimizing the costs involved. One of the ways to achieve this goal is to alignment  the TEEM 
ФV , V

and l  with the dynamic properties of the cutting process. For this, the state vector of the process 
n

Q

T

nQQQ  },...,{ 21Q , as well as the set of acceptable variations of its components 

T

nQQQ },...,{ )0()0(

2

)0(

1(0)
Q are introduced. The components of the vector Q  are the assessment of 

condition process and the quality parameters of details are presented in the coordinate condition. The 

most important ones are highlighted below. 

1) The first group of components Q  describes the state of the processing process. Limited the most 

important characteristic of the power of irreversible energy transformations in the integration zone of 

the tool face and the workpiece 1Q
 
and used the known ideas about the existence of a power at which 

the wear intensity is minimal. Based on (4), the power )(tNФ
 and work )(tАФ

 in the contact area of 

the back face are calculated  

]
)(

)[(]
)(

)[()( 3
32

2
22

dt

Xd
VtФk

dt

Xd
VtФtN TФ  , dttNtA

t

ФФ 
0

)()(  
(8) 

Taken into account the forces caused by elastic deformations accumulated in the cutting zone during 

the transition of the processed material through the top of the cutting blade, and their power )(tNF
, that 

is  

),()()(),()()(],/)()[()( 330 tAtAtAtNtNtNdtdXtVtFktN ФFФFFF   (9) 

)( tW
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where 
Fk - transformation coefficient; )(tN , )(tА  - summary power and work. It is considered related 

to the contact length of the cutting blade with the workpiece. It follows from (8) and (9) that the 

conditions that minimize the intensity of wear depend on the speed and forces in the direction of speed.  

2) The second group of vector Q  components determines the parameters of accuracy and 

manufacturing quality. To do this, we can use the methods are developed by us for reconstructing the 

geometric topology of the surface is formed by cutting [31, 32]. Based on the topology using different 

functionals, adopted in engineering practice evaluation of the geometry of the microrelief, waviness are 

determined. In the article two estimates are considered: 

 dX
T

tQ

t

Tt





)0(

)(
1

)( 1)0(2  – 
(10) 

moving average in the time window 
)0(T  of the deviation of the part radius from the set point of the tool 

tip in the machine bases;  

 dXQ
T

tQ

t

Tt





)0(

2

12)0(3 )}()({
1

)(  – 
(11) 

moving average of the dispersion estimation of the microrelief. 

The General algorithm for optimal alignment is represented below.  

1. The surface length L  of each of the n  same-type parts to be processed is set. Then the total 

length of the cutting surface of n  parts whose parameters meet the quality requirements: LnL  . 

2. For L  there  is a set (3)

l

(i)
L)(V  Tiii VVV },,{ )(

3

)(

2

)(

1 , ni ,...2,1 , which represents as 

piecewise constant approximation of the trajectories 
ФV .  

3. For each L , select L)(V
(i)   meeting the conditions  

.)(

0

)()( )(
1~ опт

L

ii NdN
L

N 





   with 
(0)

Ф

(i)

Ф VV  , max LnL , ,)0(
QQ  

(12) 

where 
.)(оптN -  the power value in the integration zone of the tool face and the workpiece, at which the 

tool wear intensity is minimal; 
TlVlVlV )}(),(),({ 332211(0)

ФV - the set of acceptable variations of 

TEEM. It is determined by the kinematic relations between the speeds of the Executive elements are 

dictated by the requirements of cutting kinematics and the restrictions on the trajectory are determined 

by the properties of the drives. It is clear from (12) that in order to determine the optimal conditions, the 

TEEM must change as the work progresses. As a result, we get their optimal trajectories are adapted to 

the evolutionary changes in the dynamic cutting system. 

 

4. Instance of alignment the CNC-program with the dynamic properties of the cutting process. 
The example of the effectiveness of alignment TEEM with an evolutionarily changing dynamic system 

of turning a shaft made of austenitic steel is shown below. Turning by perishable plates of company 

SANDVIK Coromant, hard alloys GC2015, plates form - «W». Tool geometry: ; ;

090 . The axes of the ellipsoid of rigidity coincide with the axes of space )3( . Parameters of the 

tool subsystem:   0,, , mmmm ssks  ,  ;   ,, 0,, hhhh ssks  ,0,,  ksks hm  ksпри : 3,2,1, ks ; 

; ммскгm /025,0 2
0  . The dynamic link parameters are shown in table.1. The 

parameters of the integral operator are shown in table 2. All parameters are given for a cutting speed of 

1.2 m/s. In the future, the parameters varied.  

 

02 06

ммcкгh /0,50 
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Table 1. Parameters of dynamic link of the cutting process 

 
2/, mmkg  mfТ /,   1   

mmkg /,0  
1, mmk  

1
21 ,  rad  Tk

 

500 2,0 0,5 50,0 5×10-3 20 0,2 

 

 

Table 2. Parameters change of the integral equation when variation of cutting speed 

 

Speed, m/s  sT ,1  
 sT ,2   1, s

  1
1, kg  

 1
2 , kg

 
1,2 13 30 0,5 8×10-6 3×10-6 

 

Instances of evolutionary trajectories are shown in the fig.2. When processing in constant modes, 

there is usually a dynamic bifurcation of properties. As shown earlier [35], bifurcations of attractive sets 

of deformations are observed (an asymptotically stable point is transformed into a limit cycle and then 

chaotic dynamics is formed in the system). It is possible to improve the dynamic properties of the system 

based on the choice of parameters of the tool subsystem (compare the trajectories "1" and " 2 " in figure 

2). Stability is lost in fig. 2, " 2 " – shows an example of forming a limit cycle. This significantly 

increases the work and power in the area of the intergrade of the back face of the tool with the workpiece 

(fig. 2,  "3" shows an example of the formation of cyclic forces acting on the back face of the tool). 

According to our data when stability is lost the average power of irreversible transformations of the 

energy of the mechanical system supplied to cutting increases in all cases, so the necessary condition 

for optimal tool wear resistance is the asymptotic stability of the trajectories at all stages of evolution. 

In addition, due to the formation, for example, of a stable limit cycle (fig. 2, "2, 3"), a dynamic 

displacement of the equilibrium point   is formed in the system, which changes during the evolution 

of the system. The equilibrium point also shifts in the case of asymptotic stability of the evolutionary 

trajectory (Fig. 2 "4") due to an increase in all parameters depending on the volume of plastic 

deformation associated with the evolution of wear. The loss of stability as the cutting speed increases is 

determined based on a compromise between the two mechanisms. On the one hand, as the cutting speed 

increases the parameter 0T  from (2) decreases and, consequently, the stability margin increases. On the 

other hand, parametric self-excitation is observed due to an increase in the spindle speed. 

Researches show that value of the cutting speed complying with maximum margin of stability, 

usually corresponds to the minimum intensity of tool wear. Examples show that the cutting system is 

characterized by the fact that all its main output characteristics change without external interference but 

due to irreversible transformations of the energy introduced into the cutting zone. The irreversibility of 

transformations determines the irreversibility of evolutionary changes in the properties of the system. 

For example, it is not possible to restore the geometry of a worn tool spontaneously, just as it is not 

possible to reverse changes in dynamic coupling parameters. In this regard, there is a work value after 

which at least one of the components of the vector Q  achieves its terminal value 
)0(

Q . Once achieved 
)0(

Q , the tool system of the machine must be reconfigured. In our example, to provide 
)0(

22 QQ   and 
)0(

33 QQ  , it is necessary to reduce the area of the cut layer, that is the amount of feed, in the course of 

evolution.  
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Figure 2.  An example of changes of the trajectory of the deformation displacement in the 

direction of 
1X  and force Ф1. 1- constant cutting conditions: mmSP 1,0

)0(
 , smV /2,1

)0(
3  , the 

stiffness parameters mmkgс /30000,1  , mmkgс /10000,2  , mmkgс /6000,3  .   2 - constant cutting 

conditions: mmSP 1,0
)0(
 , smV /2,1

)0(
3  , the stiffness parameters mmkgс /30000,1  ,

mmkgс /20000,2  , mmkgс /10000,3  . 3 – a fragment of the strength Ф1 in section formation of a 

limit the formation of the limit cycle (section A-B) for the curve 2. 4 - the trajectory with the modes 

corresponding to paragraph 2, but with a cutting speed 1,6 m/s. 5 - in contrast to 4 it is further 

reduced )(lSP   

  

In this section, we analyze the effectiveness of control algorithms (fig. 3). Path maxL  is passed 

by the tool under the condition 
)0(

QQ  that there is an optimality condition. Therefore the concept of 

critical wear is replaced by the concept of the terminal state of the cutting system. Three algorithms of 

alignment of CNC-program with dynamic properties of cutting process during the evolution are 

considered.  
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The first algorithms. The cutting speed and the 

feed speed corresponding to cutting speed remain 

constant and equal mmSP 1,0
)0(
 , smV /2,1

)0(
3

 . 

Second algorithm. The cutting speed decreases 

linearly from a value smV /4,1
)0(

3
  to 

smV /9,0
)0(

3
 , and the feed remains constant 

mmSP 1,0
)0(
 .  Third algorithm. The cutting speed 

decreases linearly from a value smV /4,1
)0(

3
  to 

smV /9,0
)0(

3
 , and the feed also decreases from 

mmSP 1,0
)0(
  to mmSP 05,0

)0(
 . The results of 

algorithms based on the adjustment of all 

components of the vector to the processing 

conditions that change in the course of evolution 

are shown in fig. 3 and allow to increase the 

number of processed parts without changing the 

tool system by a factor of (1.5 – 2.0).  

5. Conclusion 
The evolution of the properties of a dynamic cutting system depends on its initial parameters and 

uncontrolled disturbances depending on the accuracy of the machine and its current state. Depending on 

the initial parameters in the course of evolution depending on the phase trajectory of the power of 

irreversible transformations for perfect work, the output characteristics of processing change, considered 

in the unity of the geometric quality of the surface formed by cutting and the intensity of tool wear. This 

unity characterizes the state vector of the process. Its components can reach their limit value (the limit 

set) in the course of evolution. Moreover, the limit set, as a rule, does not correspond to the maximum 

wear of the tool. The parameters of the dynamic connection is formed by cutting depend not only on the 

properties of interacting subsystems, such as tool geometry, but to a greater extent on the technological 

modes are set by the machine's TEEM, in particular, the CNC program. Therefore, when designing 

technological manufacturing process, including the CNC program, it is necessary to alignment  the 

trajectories are set by the external control with the dynamics of the system that characterizes the internal 

control. The solution to this problem allowing to increase the processing efficiency, is nothing other 

than providing a condition for interaction between external and internal controls, that it is known in 

synergetic. 

 

The study was funded by RFBR according to the research project № 19-08-00022. 
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Identification of optimal switching coordinates of processing 

cycles on metal cutting machines 

V L Zakovorotny, V E Gvindjiliya 

Don State Technical University, Rostov-on-Don, Russia 
 

Abstract. The traditional algorithm of replacing tools and readjusting tool subsystems bases on 

determining the critical wear of the tool where the evaluation for example bases on statistical 

characteristics of the development of wear. Many methods for diagnosing are developed, 

including those based on observing the dynamic properties of the cutting process. As a rule, these 

methods use information about the evolutionary rearrangement of process properties as the wear 

develops. In recent years, algorithms for changing the programmed trajectories of the machine's 

Executive elements in accordance with the evolutionarily changing properties of the cutting 

system were used to improve efficiency. In this case, for example, the cutting speed is 

characterized by a certain optimal trajectory, and it decreases as wear develops. Therefore, there 

is a problem of determining the coordinates of the tool replacement by the criterion of the 

minimum cost of production. In this case, between the switching of cycles, the trajectory of   

speed of the cutting path is maintained such that the power of irreversible transformations of the 

applied energy in the cutting zone remains optimal and corresponding to the minimization of the 

wear intensity. Cycle switching coordinates should be selected based on the criterion of 

minimizing the reduced cost of manufacturing a batch of parts. The article is devoted to the 

definition of these coordinates. 

1. Introduction  

The synergetic approach to the analysis of complex systems [1-5], including the systems such as metal-

cutting machines, led to the formation of new views on the optimization of cutting processes. It was 

shown that the cutting process is a complex dynamic system [5], in which it is necessary to analyze 

external disturbances, controls in the form of the trajectories of the Executive elements of the machine 

set by the CNC program, and the evolutionary restructuring of properties. It is the evolution depending 

on the phase trajectory of the power of irreversible transformations of the energy supplied to cutting for 

perfect work, that causes the development of tool wear and changes in the output properties of 

processing [9 - 22]. It is shown [13-18] that when the speed increases, there is an optimal value for it, at 

which the wear intensity is minimal. There is a transition from the prevailing adhesive to diffusion wear. 

This transition corresponds to a well-defined power of irreversible energy transformations, which is 

estimated by temperature during cutting. Therefore, hypotheses about the existence of an optimal cutting 

temperature at which the wear intensity is minimal have been put forward and are confirmed by practice 

[17, 18]. It is proposed to choose the cutting speed such that in the zones of contact of the tool faces 

with the workpiece, the optimal value of the power of irreversible energy transformations is maintained 

[5]. In this case, the cutting speed and the corresponding speed of the caliper must be reduced 

indefinitely. This is due to the peculiarities of the system's evolution [19-22] In this regard, there is a 

problem of determining such coordinates of switching processing cycles, in which the cost of 
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manufacturing a batch of parts is minimal. The purpose of the article is to develop mathematical 

techniques and techniques to determine these coordinates. 

 

2. Mathematic description 

Given: the general cutting path L , which is determined by the sum of the processed surfaces of parts 

(Fig. 1). Thus, the path L  is equivalent to a batch of parts. The task of determining the coordinates of 

tool replacement 
)(il  along the trajectory "l" is considered (

1

)1( ll  ,
21

)2( lll  , 321

)3( llll  , …

n

n lLl  )1(
), at which the cost of manufacturing a batch of parts is minimal. 

 

 
Figure 1. Scheme of determining switching coordinates of processing cycles 

 

These coordinates are called switching coordinates of processing cycles by analogy of the switching 

coordinates in optimal fast-action systems [23-26]. The speed trajectory Vi (l) along the path is 

calculated in such a way that the intensity of tool wear within the speed is minimal. The trajectory 

calculation method is based on the hypothesis that the wear intensity relates to the power of irreversible 

energy transformations. The optimal power corresponds to the optimal temperature – the area of 

conversation from the prevailing adhesive to diffusion wear of the tool [5]. Consequently, the functions 

for changing the cutting speed along the path )(lVi  and the total cutting path are set (fig. 1), i.e. 







ni

i
ilL

1
 

(1) 

Expenditure  “ З ”  on the manufacturing of batch of parts with set speed )(lVi  is   

2
10

1 )1(
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сЗ

ni

i
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i

i

 








 (2) 

where 
1с  is the cost of the machine minute  min/rub  ; 2с - the cost of replacing the tool with its 

installation and configuration. The solution of the problem is reduced to calculating il  when minЗ  

3. Necessary optimality conditions 
The irreversibility of the energy conversion leads to the fact that the cutting speed is a monotonously 

decreasing function where the tool wear is minimal. In this case, the optimal coordinates correspond to 

equal cutting speeds. Moreover, these speeds are equal for different functions of changing the cutting 

speed. This statement is discussed below. 
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In the solving of the problem the number of switching n  are fixed, the coordinates of the switch are 

determined for given « n » и « L » subject to (2) min
)(

),...,(
10

21  





ni

i

l

i
n

i

V

d
lll




 and implementation of 

requirement (1). Obviously, the problem of determining the optimal coordinates does not make sense if 

the condition (1) isn’t imposed and « n »  isn’t fixed. If  inlll  ),...,( 21  is fixed, then the resulting 

surface may intersect with a hyperplane 





ni

i
in llllL

1
21 ),...,(   (fig. 2). If i  reduces, then the lines of 

intersection of the surface ),...,( 21 ni lll  with the hyperplane represent convex closed trajectories that 

degenerate into a point ),...,( 210 nlll  whose coordinates are the optimal coordinates for switching cycles. 

Moreover, the surfaces ),...,( 21 ni lll  are convex as the work is performed, wear only increases. This is 

the optimal point at which the hypersurface ),...,( 21 nlll  touches the hyperplane ),...,( 21 nlllL . Therefore, 

it is true for this point ),...,( 210 nlll  

inin llllLllll  /),...,(/),...,( 2121  (3) 

From this it follows 

nsilVlV ssii ...3,2,1,),()(  . (4) 

Condition (4) allows significantly simplifying the calculation of optimal coordinates, as well as 

physically implementing a control system providing an optimality condition. Moreover, this condition 

takes into account the physical and economic requirements for optimality. 

 

 
Figure 2. The intersection of a hyperplane ),...,( 21 nlllL

 
and a hypersurface ),...,( 21 nlll  

 

The optimality condition is considered sufficient if additionally n  is defined from (2) for which 

minЗ . Previously [13-18] an approximation of the speed change along the cutting path was proposed 

in the form of an exponential function 

]exp[)( 0
)(

iii
i lVlV  , (5) 

where 0V - initial speed value  sec/m ;  i - parameter
  1min . 

 

It is shown that the trajectories (5) determined by the evolutionary properties of the dynamic cutting 

system are sensitive to small variations in the initial parameters of the system and to uncontrolled 

perturbations, for example, beats [11]. Therefore, if the initial speed is constant, the parameters i  and 
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length il  may vary. The proved condition (4) and the function (5) are taken into account, then the length 

il  of each segment " 1n " is  







ns

s
s

i
i

L
l

1



. 

(6) 

4. Instance of determining the optimal coordinates for switching processing cycles 
The instance of the effectiveness of the method for selecting the speed trajectories and switching 

processing cycles is considered for longitudinal turning of the shaft D=8.0 mm made of steel 

08H15N24V4TR non-sharpenable plates of the firm SANDVIK Coromant hard alloy GC2015, the 

shape of the plate - "W". The length of the longitudinal turning section is 38.0 mm. The output program 

accepted for calculations is 100 parts. The averaged approximations of the change in the cutting speed 

along the path ]exp[)( 0 lVlV   is used, that is  

)1(]exp[ 2

00

1   nсd
V

nc
З

l

 . 
(7) 

Cost parameters 
1c , 2c  are accepted in conventional units of cost per unit of time. For this case the 

dependences of cost effectiveness on n   are 

shown in the fig. 3. The cost of the tool change 

operation and its installation and configuration 

fundamentally affect the efficiency of choosing 

the optimal coordinates for switching 

processing cycles. If this operation is equal to 

zero in cost terms, then it is optimal n . As 

the cost 2c  increases, the number of switches 

decreases. In analysis, it is usually n  not an 

integer, so it is natural to take the optimal 

number of switches as the nearest integer 

value. In addition, it is necessary the path 

corresponding to the switch align with the 

length of the tool vertex movement when 

processing a specific part. The presented 

mathematical instrumentarium, the proven optimal conditions and developed methodology allow to 

effectively solve this problem. 

5. Conclusion 
Modern ideas about optimal processing on machines are based not on the definition of constant 

technological modes, but on their trajectory along the cutting path. These trajectories determine the 

alignment of evolutionary changes in the properties of the cutting process with the CNC program, which 

characterizes the external control. At the same time, it is necessary to determine such points in the tool 

path that the cost of processing a batch of parts is minimal. The given mathematical tools, proven 

optimality conditions and the developed methodology allow us to effectively solve this problem. Its use 

is not limited to managing processing processes. It is equally valid for a set of controlled discrete-

continuous systems. 

 

The study was funded by RFBR according to the research project №20-38-90074. 

 

 

 
 

Figure 3. Changes to the optimal number  

of switches 
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Abstract. The paper presents the method of synergetic synthesis of a nonlinear discrete control 

system for induction motors. The proposed approach is based on using the methods of the 

synergetic control theory and nonlinear mathematical models of induction motors. This approach 

allows to create nonlinear closed-loop piecewise-continuous control systems which guarantee 

the asymptotic stability of the controlled induction motors, accomplishment of the determined 

technological and electromagnetic invariants and selective invariance to the unknown external 

disturbances acting on the system. The invariance of the designed systems is ensured due to the 

usage of a dynamic discrete regulator which increases the astatism of the synthesized system. 

1. Introduction 

Induction (or asynchronous) motors (IM) is a very popular and perspective solution for the modern 

complex technical systems with mechanical energy generation subsystems. IMs are one of the simplest, 

most reliable and most economically effective motors. They are commonly used in the systems where 

regulation of the rotation frequency and turning angle over a wide range is not required. However, the 

design of IMs is associated with some typical difficulties. This type of motors is one of the most complex 

electromechanical highly dynamic objects from the control point of view. Its exceptional difficulty is 

due to the fact that the precise mathematical models of IMs are high-dimensional and highly nonlinear. 

Effective functioning of IMs requires control over several interrelated coordinates — rotation frequency, 

angular position, torque, flux, current, etc. 

That is why, the scalar control methods have become the most widespread solution for IMs. In these 

methods, one of the essentially independent control channels (e.g. the stator’s voltage amplitude) is 

assumed to be dependent on another control — the source voltage frequency [1, 2, 3]. Then, the control 

law is synthesized using simplified linearized models, which don’t reflect the physical processes 

accurately enough. Moreover, these methods of synthesis are based upon the principles of 

"compensation" of the model’s nonlinearities (or even completely ignoring them), separation of the 

control channels, neutralization of cross-connections, etc. Naturally, such methods impose significant 

restrictions upon such important qualitative characteristics of IMs as the stability region, regulation 

range, mechanical characteristics, etc. All this eventually leads to the ineffective exploitation of the wide 

technological capabilities of IMs. 

At the modern stage of development of the theory and practical applications of IMs, the further 

performance improvement is only possible if the nonlinear interconnections in the AC machines are 

taken into account via using vector control synthesis techniques. The vector control methods [4, 5] allow 

to achieve a significant improvement in the IMs’ functioning. A big breakthrough in the IM control 
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systems design occurred with the progress of the sliding mode control methods [6, 7, 8]. It is important 

to mention that one of the intrinsic problems of vector control systems is the difficulties in gaining 

accurate information about the instantaneous values of the IM states. This problem led to the 

development of the methods which use the IM states estimates [9, 10, 11, 12]. 

The cornerstone problem on the way to improving the IMs performance is the formulation of the full 

dynamical model of the controlled IM, which would take into account its nonlinear properties. It should 

also have such a structure which would best reflect the identity of the basic processes of all types of AC 

machines and at the same time identify specific properties for each of these types. The theory of such 

synthesis, which would remove any restrictions on the dimensionality and nonlinearity of the controlled 

object, was developed in the frame of synergetic control theory [13, 14]. Consequently, there appeared 

opportunities for development and realization of more effective nonlinear vector control laws in the 

controlled IMs. In [15, 16], the methods of synergetic synthesis of continuous vector control systems 

for IMs were presented, including the design of sensorless systems [17]. However, considering that 

modern systems rely on digital tools, we propose to apply the method of Analytical Design of 

Aggregated Discrete Regulators (ADADR) [18, 19] to the problem of IM vector nonlinear control 

systems design. 

2. Mathematical model and IM invariants 

The IMs are modelled as systems of nonlinear differential equations in one of the following reference 

frames: 

 stator oriented stationary reference frame 𝛼, 𝛽; 

 rotor oriented rotationary reference frame 𝑑, 𝑞; 

 rotor flux oriented rotationary reference frame 𝑥, 𝑦. 

The most popular choice for the basis vector of IM control systems is the rotor flux linkage oriented 

vector, i.e. 𝑥, 𝑦 reference frame model [5]: 
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(1) 

   
where 𝑢𝑠𝑥, 𝑢𝑠𝑦 are the stator voltage projections to the 𝑥 and 𝑦 axes of the rotationary reference frame; 

𝑖𝑠𝑥, 𝑖𝑠𝑦 are the stator current projections to the axes; 𝜓𝑟 — absolute value of the resulting rotor flux 

vector; 𝜔𝑟 — rotor’s angular velocity; 𝜔𝜓 — rotor flux rotation frequency; 𝑘𝑟 =
𝐿𝑚

𝐿𝑟
 — rotor’s 

electromagnetic link coefficient; 𝑟𝑠, 𝑟𝑟 — active resistances of the stator and rotor wirings; 𝐿𝑠, 𝐿𝑟 — full 

inductances of the stator and rotor wirings; 𝐿𝑚 — mutual inductance between stator and rotor; 𝐿𝑠
∗ =

𝐿𝑠 − 𝐿𝑚𝑘𝑟, 𝑟𝑠
∗ = 𝑟𝑠 + 𝑟𝑟𝑘𝑟

2 — transformed inductance and resistance of the stator; 𝑇𝑟 =
𝐿𝑟

𝑟𝑟
, 𝑇𝑠

∗ =
𝐿𝑠
∗

𝑟𝑠
∗ — 

time constants of the stator and rotor; 𝑝 is the number of the pole pairs; 𝐽 — moment of inertia; 𝑚 — 

the number of the motor phases; 𝑀𝑐 — moment of resistance of the IM’s shaft load. We assume that the 

variables related to the rotor wiring (such as the power sources’ voltages, currents and fluxes) as well as 

the rotor wiring parameters are taken with respect to the number of the stator wiring coils. Besides, we 

add the static equation to the equation (1): 

 

 𝜓𝑟(𝜔𝜓 − 𝑝𝜔𝑟) = 𝑘𝑟𝑟𝑟𝑖𝑠𝑦. (2) 
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We consider the model (1), (2) with the following commonplace assumptions:  

 the parameters of the rotor and stator wirings are the same, and the system of the phase voltages 

is symmetric; 

 the magnetic cores are not saturated; 

 the air gap between the moving parts is uniform; 

 the magnetomotive force in the air gap is sinusoidal; 

 the effect of the steel wearout as well as the skin effect in IM are neglected; 

 both IM parts have identical distributions of the wirings. 

To solve the control synthesis problem, we present new applied methods of control design, which 

are based on the principles of the synergetic control theory. The control criteria (or the design goals) in 

this theory are expressed as a corresponding system of invariants. These invariants act as control goals, 

and either the execution of a given control task is insured on the invariants or some given energetic 

relations (physical, chemical, etc.) are maintained. The synergetic synthesis procedure consists of 

finding the control laws such that the invariants are fulfilled. 

Two main groups of possible IM invariants can be distinguished [15, 16] — technological and 

electromagnetic. The form of a technological invariant is defined by a given practical task solved by 

the IM included to some technological process. It characterizes the desired dynamic or static state of the 

controlled variables — rotation frequency, turning angle or torque. By example, for the task of rotation 

frequency stabilization, the technological invariant is 𝜔𝑟 = 𝜔𝑟0. 

A particular interest lies in the invariants related to the constant motor flux — electromagnetic 

invariants. The idea of stabilization of the IM magnetic state is widespread in the well known frequancy 

control laws for IMs, and it has a significant practical importance. These electromagnetic invariants 

include: 

𝜓𝑠 = const — constant stator flux linkage; 

𝜓𝑟 = const — constant rotor flux linkage; 

Φ = const — constant combined flux linkage. 

The choice of the invariant set is an important step in the process of solving the synergetic IM control 

synthesis problem. This set must correspond to the designer’s goals for the mechanical, electromagnetic 

and other properties of the IM and to satisfy the requirements of the given task. The number of invariants 

is defined by the number of control channels. Thus, for the two-channel amplitude-frequency IM control, 

it is possible to form a set consisting of two invariants. 

It is worth noting that in the synthesis of vector control laws with synergetic approach (i.e. using the 

technological and electromagnetic invariants), it is not even necessary to use the terms of amplitude and 

frequency of the source currents and voltages, which are customary for the theory of IM frequency 

control. In order to fully reflect the dynamic and static states of the IM, it is sufficient to define the 

desired rotation frequency of the shaft as a technological invariant, as well as the value characterizing 

the state of the IM’s magnetic circuit, e.g. the rotor flux linkage, as an electromagnetic invariant. In this 

case, the control goal is to maintain the given rotation frequency with the optimal state of the IM’s 

magnetic circuit. Depending on the invariant set, one can come up with other types of controlled IMs. 

3. Synergetic synthesis of discrete vector regulators for IMs 

We address the problem of synthesis of a discrete regulator which stabilizes the IM’s shaft rotation 

frequency and the rotor flux linkage. For that purpose, we formulate an extended model of synergetic 

synthesis [19] taking into account the technological and electromagnetic invariants: 

 

 dv

dt
= Qx− Lg;

dx

dt
= A(x)x+ Bu− Cv,

 

 
(3) 
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where x = ∣∣𝜔𝑟 𝜓𝑟 𝑖𝑠𝑦 𝑖𝑠𝑥∣∣
𝑇

 — vector of the object’s phase coordinates; v = ∣∣
∣𝑧1
𝑧2∣
∣∣ — vector of the 

regulator’s state coordinates; u = ∣∣
∣𝑢1
𝑢2∣
∣∣ — control vector; g = ∣∣

∣𝜔𝑟0

𝜓𝑟0∣
∣∣ — vector of the desired values of 

the control variables; 

L = ∣∣
∣𝜂1 0
0 𝜂2∣

∣∣; 

A =

∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣ 0 0

𝑚𝑝𝑘𝑟

2𝐽
𝜓𝑟 0

0 −
1

𝑇𝑟
0 𝑟𝑟𝑘𝑟

−𝑝𝑖𝑠𝑥 −
𝑝𝑘𝑟

𝐿𝑠
∗ 𝜔𝑟 −

1

𝑇𝑠
∗ −𝑘𝑟𝑟𝑟

𝑖𝑠𝑥

𝜓𝑟

𝑝𝑖𝑠𝑦
𝑘𝑟

𝑇𝑟𝐿𝑠
∗ 𝑘𝑟𝑟𝑟

𝑖𝑠𝑦

𝜓𝑟
−

1

𝑇𝑠
∗ ∣

∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣

; 

B =

∣
∣
∣
∣
∣
∣
∣
∣
∣ 0 0
0 0

0
𝐾C

𝐿𝑠
∗

𝐾C

𝐿𝑠
∗ 0 ∣

∣
∣
∣
∣
∣
∣
∣
∣

; Q = ∣∣
∣𝜂1 0 0 0
0 𝜂2 0 0∣

∣∣; C =

∣
∣
∣
∣
∣
∣1 0
0 1
0 0
0 0∣

∣
∣
∣
∣
∣

. 

Now, we apply the Euler approximation to the equations (3), which results in the discrete model of 

synergetic synthesis: 

 

 v[𝑘 + 1] = Sx[𝑘] −Wg[𝑘];
x[𝑘 + 1] = F(x[𝑘])x[𝑘] + Du[𝑘] −Hv[𝑘],

 
 

(4) 

 

where F = I4 + 𝑇0A; 𝑇0 — discretization step in time; I4 — unit matrix of dimensionality 4 × 4;  

D = 𝑇0B; H = 𝑇0C; S = 𝑇0Q; W = 𝑇0L. Following to the next step of the ADADR, we now introduce 

the first set of macrovariables: 

 

 𝝍1[𝑘] = P(x̌[𝑘] + 𝝋1[𝑘]) (5) 

 

where 𝝍1[𝑘] = ∣
∣
∣𝜓1,1[𝑘]

𝜓1,2[𝑘]∣
∣
∣
; x̌[𝑘] =

∣
∣
∣𝑖𝑠𝑦[𝑘]

𝑖𝑠𝑥[𝑘]∣
∣
∣
; 𝝋1[𝑘] = ∣

∣
∣𝜑1,1[𝑘]

𝜑1,2[𝑘]∣
∣
∣
 — vector of the internal controls; 

P =∥ 𝑝𝑖𝑗 ∥ — numeric invertible matrix 𝑖, 𝑗 = 1,2. 

The parallel set of macrovariables (5) must satisfy the solution 𝝍1[𝑘] = 0 of the vector equation: 

 

 𝝍1[𝑘 + 1] + 𝚲1𝝍1[𝑘] = 0, (6) 

 

where 𝚲1 = ∣
∣
∣𝜆1,1 0

0 𝜆1,2∣
∣
∣
. To assure the asymptotical stability of the solution for the equation(6), the 

following conditions are necessary: 

 

 |𝜆1,1| < 1, |𝜆1,2| < 1. (7) 

 

After the transients 𝛙1[𝑘] = 0, for which the process speed is defined as 𝜆1,1 and 𝜆1,2, are finished, 

the dynamic decomposition of the closed-loop system occurs: 

 

 v[𝑘 + 1] = S‾x‾[𝑘] −Wg[𝑘];

x‾[𝑘 + 1] = F‾x‾[𝑘] − D‾ 𝝋1[𝑘] −H‾ v[𝑘],
 

 

(8) 
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where x‾[𝑘] = ∣𝜔𝑟 𝜓𝑟∣
𝑇 — the decomposed state vector; 

F‾ =
∣
∣
∣
∣1 0

0 1 −
𝑇0

𝑇𝑟∣
∣
∣
∣
; D‾ =

∣
∣
∣
∣ 0 𝑇0

𝑚𝑝𝑘𝑟

2𝐽
𝜓𝑟[𝑘]

𝑟𝑟𝑘𝑟𝑇0 0 ∣
∣
∣
∣
; H‾ = ∣∣

∣𝑇0 0
0 𝑇0∣

∣∣; S‾ = ∣∣
∣𝑇0𝜂1 0
0 𝑇0𝜂2∣

∣∣. 

For the decomposed model (8), we introduce the second set of macrovariables 

 

 𝝍2[𝑘] = x‾[𝑘] +Kv[𝑘], (9) 

 

where 𝛙2[𝑘] = ∣
∣
∣𝜓2,1[𝑘]

𝜓2,2[𝑘]∣
∣
∣
; K = ∣∣

∣𝛾1 0
0 𝛾2∣

∣∣. 

From the combined solution (9), the functional equation 

 

 𝝍2[𝑘 + 1] + 𝚲2𝝍2[𝑘] = 0 (10) 

 

and the decomposed model (8), we find the expressions for the internal equations: 

 

 𝜑1[𝑘] = (D‾ )−1{(F‾ + 𝚲2 +KS‾)x‾[𝑘] + (𝚲2K−H‾ )v[𝑘] −KWg[𝑘]}, (11) 

 

where 𝚲2 = ∣
∣
∣𝜆2,1 0

0 𝜆2,2∣
∣
∣
, |𝜆2,1| < 1, |𝜆2,2| < 1. We transform the equation (11) as 

 

 𝝋1[𝑘] = R̂(x‾[𝑘])x‾[𝑘] + R‾ (x‾[𝑘])v[𝑘] − R̃(x‾[𝑘])g[𝑘], (12) 

 

where R̂ = (D‾ )−1(F‾ + 𝚲2 +KS‾); R‾ = (D‾ )−1(𝚲2K−H‾ ); R̃ = (D‾ )−1KW. 

We find the vector control law for the rotation frequency of the IM’s shaft by solving the combined 

equations (5), (6) while taking into account the mathematical model of the synthesis (4) 

 

 u[𝑘] = −(PĎ)−1{PF̌(x[𝑘])x[𝑘] + 𝚲1P(x̌[𝑘] + 𝝋1[𝑘]) + P𝝋1[𝑘 + 1]}, (13) 

 

where Ď =

∣
∣
∣
∣
∣ 0 𝑇0

𝐾C

𝐿𝑠
∗

𝑇0
𝐾C

𝐿𝑠
∗ 0 ∣

∣
∣
∣
∣

; F̌ =

∣
∣
∣
∣
∣
∣−𝑇0𝑝𝑖𝑠𝑥 −

𝑝𝑘𝑟𝑇0

𝐿𝑠
∗ 𝜔𝑟 1 −

𝑇0

𝑇𝑠
∗ −𝑘𝑟𝑟𝑟𝑇0

𝑖𝑠𝑥

𝜓𝑟

𝑇0𝑝𝑖𝑠𝑦
𝑇0𝑘𝑟

𝑇𝑟𝐿𝑠
∗ 𝑘𝑟𝑟𝑟𝑇0

𝑖𝑠𝑦

𝜓𝑟
1 −

𝑇0

𝑇𝑠
∗ ∣

∣
∣
∣
∣
∣

. 

We obtain the final solution for the IM’s control law by substituting (12) to (13): 

 

 v[𝑘 + 1] = Sx[𝑘] −Wg[𝑘];

u[𝑘] = L̂(x[𝑘])x[𝑘] + L‾ (x[𝑘])v[𝑘] − L̃(x[𝑘])g[𝑘],
 

 

(14) 

 

where R1 =
∣
∣
∣
∣∣
O2 ⋮ O2

⋯ ⋯ ⋯
O2 ⋮ R‾ 1 ∣

∣
∣
∣∣
; R2 =

∣
∣
∣
∣∣
O2 ⋮ O2

⋯ ⋯ ⋯
R‾ 2 ⋮ O2∣

∣
∣
∣∣
; O

2 = ∣∣
∣0 0
0 0∣

∣∣; 

𝐋̂ = −(𝐏𝐃̌)
−1
{𝐏(𝐅̌(𝐱[𝑘]) + 𝐑̅(𝐱[𝑘 + 1])|𝐱[𝑘+1]=𝐅(𝐱[𝑘])𝐱[𝑘]+𝐃𝐮[𝑘]−𝐇𝐯[𝑘]𝐒) + 𝐑1 + 𝐑2}; 

𝐑̅1 = 𝚲1𝐏 − 𝐏𝐑̂(𝐱[𝑘 + 1])|𝐱[𝑘+1]=𝐅(𝐱[𝑘])𝐱[𝑘]+𝐃𝐮[𝑘]−𝐇𝐯[𝑘]𝐃̅; 

𝐑̅2 = 𝚲1𝐏𝐑̂(𝐱[𝑘]) + 𝐏𝐑̂(𝐱[𝑘 + 1])|𝐱[𝑘+1]=𝐅(𝐱[𝑘])𝐱[𝑘]+𝐃𝐮[𝑘]−𝐇𝐯[𝑘]𝐅̅; 

𝐋̅ = −(𝐏𝐃̌)
−1
{𝚲1𝐏𝐑̅(𝐱[𝑘]) − 𝐏𝐑̂(𝐱[𝑘 + 1])|𝐱[𝑘+1]=𝐅(𝐱[𝑘])𝐱[𝑘]+𝐃𝐮[𝑘]−𝐇𝐯[𝑘]𝐇̅}; 

 

𝐋̃ = −(𝐏𝐃̌)
−1
{𝚲1𝐏𝐑̃(𝐱[𝑘]) + 𝐏𝐑̅(𝐱[𝑘 + 1])|𝐱[𝑘+1]=𝐅(𝐱[𝑘])𝐱[𝑘]+𝐃𝐮[𝑘]−𝐇𝐯[𝑘]𝐖+  

+𝐏𝐑̅(𝐱[𝑘 + 1])|𝐱[𝑘+1]=𝐅(𝐱[𝑘])𝐱[𝑘]+𝐃𝐮[𝑘]−𝐇𝐯[𝑘]}; 
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The results of the modelling for the synthesized discrete-continuous control system (1), (2), (14) are 

shown in the figures 1 and 2. For the modelling, we set the IM’s parameters as follows: 𝑟𝑠 = 0,03Om, 

𝑟𝑟 = 0,0172Om, 𝐿𝑚 = 0,0154H, 𝑚 = 3, 𝑝 = 2, 𝐿𝑠 = 𝐿𝑟 = 0,0158H, 𝐽 = 0,968kg⋅m2 and the 

regulator parameters: 𝑝11 = 1; 𝑝12 = 2; 𝑝21 = 3; 𝑝22 = 4; 𝜔𝑟0 = 150rad/s; 𝜓𝑟0 = 0,987Wb; 𝜂1 =
𝜂2 = 10; 𝛾1 = 𝛾2 = 2; 𝜆1,1 = 𝜆1,2 = 𝜆2,1 = 𝜆2,2 = −0,9; 𝑇0 = 0,001s and for the case of unknown 

external disturbance 𝑀𝑐 = 𝜇𝜔𝑟 −𝑀𝑐0, where 𝜇 = 0,5N⋅m⋅s/rad; 

𝑀𝑐0 = {
400N ⋅ m, for 𝑡 < 0,7;
1000N ⋅ m, for 0,7 ≤ 𝑡 < 1,5;
100N ⋅ m, for 𝑡 ≥ 1,5.

 

   

 

 

 

Figure 1. Rotation frequency of the shaft 

in a system with unknown external 

disturbance 

 Figure 2. Rotor flux linkage in a system 

with unknown external disturbance 

 

The figure 3 shows the phase portrait of the system with 𝑀𝑐 = 𝜇𝜔𝑟 −𝑀𝑐0, where 𝜇 = 0,5N⋅m⋅s/rad, 

𝑀𝑐0 = 400N⋅m. 

 

 

Figure 3. Phase portrait of the synthesized piecewise-continuous 

control system 

 

The modelling results of the closed-loop discrete-continuous IM control system (1), (2), (14) 

demonstrate its high precision in the sustaining of the required values of the output variables. In other 

words, it satisfies the introduced invariant set 𝜔𝑟 = 𝜔𝑟0, 𝜓𝑟 = 𝜓𝑟0, it is invariant to unknown external 

disturbances, and it is asymptotically stable in the whole range of the phase coordinates. 
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The figures 4 and 5 show the test results for different types of disturbances: 

 for the curves I 𝑀𝑐 = 𝜇𝜔𝑟 +𝑀𝑐0𝑠𝑖𝑔𝑛𝜔𝑟,   𝜇 = 0,5 N⋅m⋅s/rad, 𝑀𝑐0 = 200 N⋅m; 

 for the curves II 𝑀𝑐 = 𝜇𝜔𝑟 + 𝜉𝜔𝑟|𝜔𝑟| + 𝑀𝑐0,  𝜇 = 0,5 N⋅m⋅s/rad,  𝑀𝑐0 = 200 N⋅m, 

𝜉 = 0,2 N⋅m⋅s2/rad2; 

 for the curves III 𝑀𝑐 = 𝜇𝜔𝑟 + 𝛼𝜔𝑟
3 +𝑀𝑐0, 𝜇 = 0,5 N⋅m⋅s/rad, 

𝑀𝑐0 = 200 N⋅m, 𝛼 = 0,0025 N⋅m⋅s3/rad3. 

   

 

 

 

Figure 4. Rotation frequency of the shaft 

in a system with different types of 

external disturbances 

 Figure 5. Rotor flux linkage in a system 

with different types of external 

disturbances 

 

The figures (6), (7) demonstrate the modelling results of the closed-loop discrete-continuous IM 

control system (1), (2), (14) when varying the wiring parameters: 

 figure I nominal object parameters; 

 figure II — rotor resistance is two times bigger than nominal; 

 figure III — rotor resistance is two times smaller than nominal; 

 figure IV — stator resistance is two times bigger than nominal; 

 figure V — stator resistance is two times smaller than nominal; 

   

 

 

 

Figure 6. Rotation frequency of the shaft 

in a system with varying parameters of 

the IM wirings 

 Figure 7. Rotor flux linkage in a system 

with varying parameters of the IM 

wirings 

 

The numerical modelling results show that the synthesized discrete regulator (14) makes the closed-

loop system invariant to the external disturbances and robust to the parameter changes. 
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4. Conclusion 

We presented the method of synergetic synthesis of discrete-continuous control systems for torque 

generation in induction motors. The synthesis makes use of the exhaustive mathematical description of 

the electromechanical energy transformation in IMs. The methodology of synergetic synthesis applied 

to the design of IM control systems allows to synthesize highly effective control laws which assure such 

important properties as asymptotic stability in relation to the desired stationary or dynamic equilibrium, 

invariance to the unknown external disturbances and parametric robustness of transients. 

The use of the synergetic control systems for torque generators in complex hierarchical structures allows 

to maintain precise accomplishment of the tasks from the higher levels, and thus, guarantees effective 

functioning of the systems and achievement of the global control goals. 
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Vibration dynamics and cutting process temperature  

at various stages of forming the wear of the cutting wedge 

V P Lapshin, I A Turkin 

Don State Technical University, Rostov-on-Don, Russia 
 

Abstract. On today, there is no single and consistent mathematical model describing the 

complex connectivity of the metal cutting process. Therefore, the article proposes new approach 

based on the formation of feedback connecting subsystems describing the power, thermal and 

vibration reactions from the cutting process. The purpose of the work: By forming a consistent 

model of connections between subsystems describing the power, thermal and vibration reactions 

from the cutting process to the shaping movements of the tool, you can obtain a description of 

the mechanism of self-organization of the cutting process in the process of evolutionary changes 

of the tool. The resulting mechanism is needed to search for some mode of operation of the 

cutting system, in which further wear of the cutting wedge, cutting force, temperature in the 

cutting zone and vibration of the tool can be stabilized. Research methods: For processing and 

analysis of the obtained data, a Matlab package of mathematical programs was used, in which a 

subprogram was developed that allows a series of numerical experiments.  The main conclusion 

on the work is the provision put forward by us on the self-organization of the cutting system, 

through the process of evolution of the instrument. 

1. Introduction 

In many ways, the modern base of metal cutting machines in its scientific and engineering complexity 

is not inferior to such an industry as astronautics. In metalworking today, the digital approach to the 

control and control of processing processes is most fully implemented, which is explained by the wide 

implementation of digital control systems (sensors) and data processing systems received from them. 

This approach makes it possible to use more complex models in the analysis of the cutting process on a 

particular machine than previously used. Here, a promising direction of quality control of the processing 

process is rapidly developing vibration monitoring and vibration diagnostics systems [1-5]. It is 

therefore an object to describe the relationship of vibrations measured during cutting with non-

measurable but of engineering interest characteristics such as force reaction and temperature in the 

contact zone of the tool and the workpiece. 

In the modern representation of vibrations arising during cutting, it is customary to divide them into 

three components: free vibrations, forced vibrations and self-excited oscillations [6]. Free oscillations 

are related to the quality of the cutting system and are a reaction to changes in the processing process, 

forced oscillations are due to external actions, such as, for example, beats in the bearings of the spindle 

assembly, vibrations of the machine body or beats in the IWP. To combat free and forced vibrations, 

many engineering methods have been developed today, but with self-excited oscillations that can extract 

energy from the interaction that arises in the cutting zone of unambiguous engineering solutions today. 

This makes the topic of self-excited oscillations in cutting very popular in modern scientific research 

[7-11]. However, in these works, the main emphasis is on assessing the effect on the oscillation of the 

tool, the so-called regenerative effect. For the first time, the regeneration of oscillations in metal 
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processing on metal cutting machines was investigated by Hahn R.S., Tobias S.A. and Merritt H.E. [12-

14]. The works of these authors are the fundamental basis underlying the analysis of the dynamics of 

regenerative vibrations of the tool during cutting. Many works note the possibility of establishing the 

chaotic nature of instrument vibrations during vibration regeneration [15-18]. In these works, it is 

indicated that the main factor affecting the regenerative effect is the so-called time delay, which 

determines the dynamics of the process of regenerating the tool oscillations. 

In the Russian scientific journalism devoted to self-excited oscillations (vibrations) of the instrument 

in metal cutting, the issues of estimation of the effect of cutting on the "trace" on the dynamics of 

vibrations of the instrument are considered indirectly, more attention is paid to the construction and 

analysis of models describing the interconnected dynamics of the processing process [19-21]. For 

example, in our previously published works [22-25], the analysis of the dynamics of the deformation 

vibrations of the tool is carried out on the basis of the connectivity, through the force reaction, of this 

deformation movement with the cutting elements of the NC system of the machine. In this case, the 

dynamic effects that occur during the simulation, in our opinion, more accurately reflect the nature of 

the interaction between the subsystems of the cutting control system in the contact area of   the tool and 

the workpiece. In the fundamental works of leading Soviet and Russian scientists studying the 

vibrational dynamics of the cutting process [26-30], it is noted that in the cutting process, in addition to 

feedback on the cutting force, which takes into account the regeneration of vibrations during cutting 

along the "trace," thermodynamic feedback is formed, which is also associated with the vibration activity 

of the instrument and wear of the cutting wedge [26-30]. Thus, in the actual process of processing, there 

is a rather complex interaction involving the formation of a plurality of interconnected feedback. 

 

2. Research methodology and simulation results 

When presenting wear in the coordinates of the state, we rely on the connection of wear and work with 

the power of irreversible transformations of the supplied energy in the cutting zone. Fundamentally, the 

change in wear depending on irreversible transformations is disclosed in the works of A. L. Bershadsky, 

Kostetsky B.I., Ryzhkin A.A., etc. [30]. 

The reason for evolutionary transformations is related to the power and operation of the cutting 

forces, that is, the energy of irreversible transformations in the processing zone. Thus, all the parameters 

characterizing the cutting process and the manufacturing quality of the part are not only interconnected, 

but also have one nature of change - this is the trajectory of the power of irreversible transformations in 

perfect work. To simulate evolutionary changes in this case, it is necessary to use Volterre integral 

operators of the second kind, having the following structure [25]: 

 
 

A

dNtwkh
0

3 )()( 

 (1) 

where )( tw  is the core of the integral operator, is the phase trajectory of the power of irreversible 

transformations by perfect work, and A- the work of cutting forces. However, as follows from the 

structure of the operator, wear depends on the fluidity of irreversible transformations and its prehistory, 

which is taken into account by the core of the integral operator (see expression 1). The tool wear process 

is always bi-directional in nature, one of the directions of which is oriented towards the treatment of the 

cutting wedge to the cutting process, as a result of which we observe, the process of forming the tool 

contact area along the back face, through which the temperature field and the force reaction are 

stabilized, described by us in previous sections. The second direction is related to the growth of 

degrading features of the wear process, which subsequently lead to a significant change in cutting 

properties and properties. If N (t) is not equal to N0 = const, then we can assume that the measured or 

calculated discrete values of power N0, N1, ..., Nn-1, due to the smallness of ΔA = Ak-Ak-1, are close 

to constant or constant, then we can obtain an approximating discrete sum describing the integral 

operator (2): 
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 (2) 

The expression (2) can be modeled using the Matlab/Simulink package of mathematical programs. 

When modeling the expression (2), we will use some of the workpieces we obtained earlier in the 

previous section, and consider the option of increasing the wear of the cutting wedge for the case of a 

low-oscillation processing process, when the secondary regeneration of oscillations is small and for the 

case of a high-oscillation cutting process, when the regenerative effect forms the vibrations of the tool 

along the entire path passed by it during cutting. To do this, as part of the model presented in the previous 

section, we will introduce an additional unit for calculating tool wear on the rear gras. The results of the 

simulation of the system taking into account this unit are shown in the figures below. Figure 1 shows 

the results of the simulation of the cutting force. 

The power response from the processing process is quite large, this increase was made by us specifically 

in order to accelerate the process of wear growth, the results of which are shown in Figure 1. 

 

 

Figure 1. Wear Curve Plot 

 

As can be seen from Figure 2, the wear curve that we obtained for the specified case of simulating 

the cutting control system is similar to the one obtained experimentally, however, the area of stabilizing 

the wear characteristic is more pronounced here, as well as not less than the time of increasing critical 

wear. For subsequent modeling, it is of interest to consider separately the process of tapping described 

by the first part of the discretely equation (5) and the increase in the process of degradation of the cutting 

wedge of the in-tool, the second part of the discrete sum presented in the expression (5). Figure 2 shows 

the simulation of the curve reflecting the tool run-in. 
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a) 

 
b) 

Figure 2. a) Diagram of the wear and tear run-in curve, b) Wear Tool Degradation Curve Graph 

 

As can be seen from Figure 2 b), the degradation of the tool begins to have a significant effect on the 

wear curve only after 9 minute of processing. The curve reflecting the process of degradation of the 

cutting wedge is different from zero and up to this minute, but its growth here is not very large, nor is 

its effect on the entire wear curve up to 10 seconds of the cutting process great. 

Only one question of interest is whether tool vibrations will be taken into account in the in-run and 

degradation curves of the cutting wedge when modeling wear using the Volterr operator. To answer this 

question, we simulate the Volterra operator with various types of vibration signals, which we will 

relatively evaluate using the vibration signal value module. This is due to the fact that direct integration 

of the complex cutting speed signal, which has a periodic part in its composition, will lead to the fact 

63



 

 

 

 

 

 

that the integral of the periodic component over the observation period will be zero. To numerically 

estimate the instrument vibration signal, we used the following integral index: 

 

)
)(

(
0

2

dt
dt

tdx
VA

vT



 (3) 

where )(tx - the vibration signal itself, and vT - the signal observation period. 

To simplify our reasoning, we assume that we are talking about a scalar case of cutting, in which the 

cutting force is constant, and the speed of relative movement of the tool along the workpiece is the sum 

of the cutting speed and deformation vibrations of the tool. This allows us to describe the power of 

irreversible transformations as the product of the cutting force (F) on the sum of the cutting speed (V) 

and the speed of the deformation movements of the tool (dx/dt), or in the form of an expression: 

 
)

)(
()(

dt

tdx
VFtM 

 (4) 

The operation of the cutting force in this case is conveniently modeled using the following 

expression: 

 )()( VAVtFtA   (5) 

When modelling, we will use the initial data obtained by us earlier in experiments on a lathe, where 

the cutting speed V = 2620 mm/s, the cutting force F = 45 N., the amplitude of the tool vibration speed 

in the cutting direction was 50-200 mm/s, the oscillation frequency was about 2000 Hz. Consider two 

extreme cases, in the first we take two extreme cases, the case with an amplitude of oscillations of 50 

mm/s and the case of oscillations of 200 mm/s. As can be seen from Figure 5, the energy growth of the 

vibration signal reflecting the dynamics of the deformation movement of the tool was 4 times with 50 

mm/s in Figure 4 a), up to 200 mm/s in Figure 4 b). Results of simulation of in-run and degradation 

curves taking into account accepted two versions of tool vibrations in cutting direction are given in 

Figure 3. 

 

 
a) 
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b) 

Figure 3. Simulation results: (a) run-in graphs, (b) cutting wedge degradation plot 

 

As can be seen from Figure 3, changes in the curve reflecting the wear of the in-tool appear only in 

part of the degradation characteristic (see Figure 3 (b)) and almost do not appear in the run-in curve (see 

Figure 3 (a)). Note that in both characteristics, red, a characteristic associated with a more amplitude 

version of the instrument vibrations is shown.  

The force that determines the reaction on the back face will remain unchanged, and the 

decomposition coefficients will be made dependent on the degree of degradation of the h3
d instrument. 

According to our research presented in the second section, the greatest impact of the degradation of the 

cutting wedge has on the components of the cutting forces Px, Py. We take as a hypothesis the following 

mathematical description of the dependence of decomposition coefficients: 
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 (6) 

wherein a1 and a2 are coefficients linking the restructuring of the power response to the shaping 

movements of the tool when the cutting wedge is degraded. According to our experiments, the 

components of the cutting forces when the wear on the back face changes from zero to about 0.42 mm, 

increase along the x coordinate by 125%, along the y coordinate by 65%, and along the z coordinate by 

36%. This makes it possible to make the assumption of pre-ascendancy a1 over a2 almost twice, we 

accept in the future that a1 = 1 over a2 = 0.5. Given this, we assume that the model of the dynamics of 

the deformation movement of the tool will take the following form: 
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 (7) 

To analyze the effect of the restructuring of the power reaction associated with the degradation of 

the cutting wedge on the static of the processing process, we assume that the forces formed on the back 

face of the tool are zero, in this case the static equations take the form: 
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 (8) 

As can be seen from the expression (11), the stiffness matrix of the tool under cutting conditions 

becomes skew-symmetric, which suggests that the presence of circulating forces will be observed in the 

system. However, this effect will be present in the cutting system regardless of the wear of the cutting 

wedge, it is of interest that it will occur during the restructuring of the power reaction during the 

degradation of the cutting wedge. To analyze the effect of cutting wedge degradation, consider three 

variants h3
d, the first h3

d = 0, the second h3
d = 0.1, the third h3

d = 0.2, values  of matrix coefficients



















970150165

150795190

1651901390

с mmkg / . Orientation factors: 3369,01  , 48,02  , 81,03  . Process 

modes: depth mmtP 2 , feed mmS 1,0 , spindle 1000n  rpm, 2/400 mmkg ,radius of 

machined part mmR 50 . That is, consider the case given in the previous section, when the total cutting 

force was approximately equal to 50 H. Based on these data, the values of the forces that prevent the 

shaping movements of the tool for the case h3
d=0 will be: 
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 (9) 

The stationary values of the strain coordinates for this case are shown below: 
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 (10) 

For the case of the non-zero value of the degradation of the cutting wedge, that is, when h3
d=0.1, the 

values   of the forces that prevent the forming movements of the tool are given below: 
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 (11) 
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As can be seen from expression 11, at this level of degradation of the cutting wedge, the force 

component directed along the feed axis has increased most, and the cutting force itself has even 

decreased slightly. In the real case of cutting, the cutting force will not decrease, but even increase due 

to the effect of the growth of friction forces on the back face. The values   of the orientation coefficients 

of the resistance forces for this case of wear were: 
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 (12) 

As seen in comparison with the previous version of the orientation forces, there is a decrease in the 

effect of the coefficient associated with the main motion direction. The equilibrium values   of the 

coordinates of the state of the de-formation movement system of the tool are given below: 
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 (13) 

The next version of wear of the tool will be the value of the degradation component in h3
d=0.2, the 

results of modeling the distribution of the cutting force along the deformation axes are given in the 

system (17). 
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As can be seen from the expression (17), the trend we noted above is also executed here. The 

orientation coefficient values are as follows: 
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The corresponding equilibrium values   of the deformation coordinates for this case are given in the 

system (19): 
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 (16) 

Further degradation of the cutting wedge leads to a critical restructuring of the cutting system in the 

space of deformation movements of the tool, and, for example, with h3
d=0.39, the equilibrium values of 

the deformation coordinates will be: 
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 (17) 

As can be seen from the expression (17), with such wear of the tool, the cutting wedge is literally 

drawn into the cutting zone, which is unacceptable from the point of view of processing. A similar 
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situation is also possible with improper sharpening of the cutting wedge. In this case, cutting becomes 

impossible and the tool must break. 

To analyze the effect of cutting wedge degradation on the dynamics of the cutting process, consider 

this system in the version of equations (17), but under the condition of zero values   of the forces formed 

on the back face of the tool (0). 

The simulation results for case h3
d=0.1and n = 880 are shown in Figure 4. 

As can be seen from Figure 5, in comparison with Figure 3, as a result of the resulting degradation 

of the cutting wedge, the cutting system lost stability, given the above stated conditions of the experiment, 

this loss of stability is associated precisely with the restructuring of the power reaction. Results of 

simulation of cutting system with degradation value h3
d = 0.2 and n = 880 are given in Figure 5. 

 

 

 

 

Figure 4. Simulation results - tool strain 

coordinates at h3
d = 0.1 

 Figure 5. Simulation results - tool strain 

coordinates at h3
d = 0.2 

 

As can be seen from Figure 4, the system is also not stable, as in the previous case, but the process 

of fluctuation divergence is much faster than in the previous case. 

Consider the dynamics of the vibrational motion of the cutting wedge for the case of stable system 

behavior, that is, at a processing speed of 1772 revolutions per minute. A variant of such treatment, in 

conditions of zero level of cutting wedge degradation is shown in Figure 5. 
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Figure 6. Simulation results - tool strain 

coordinates at h3
d = 0 

 Figure 7. Simulation results - tool strain 

coordinates at h3
d = 0.1 

 

As shown in Figure 6 in comparison with Figure 5, there is no loss of stability in the cutting process. 

The vibration vibrations of the tool are resistant to this level of degradation of the cutting wedge, 

however, the vibrations in the feed direction are non-extinguishing, which distinguishes them quite 

strongly from the vibrations shown in Figure 7. The results of the modeling of the cutting system, for 

the case of the critical level of degradation of the cutting wedge with h3
d = 0.2, are shown in Figure 8. 
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Figure 8. Simulation results - tool strain coordinates at h3
d = 0.2 

 

As shown in Figure 8, despite the fact that at a spindle speed of 1772 revolutions per minute, the 

regenerative effect is minimal, we observe a loss of stability by the cutting system, which is caused by 

the degradation of the cutting wedge. 

The research allows us to form the following position: during the evolution of the tool during cutting, 

the formation of the contact area of   the tool with the machined part, serves the purpose of self-

organization of the cutting system through the formation of additional thermodynamic feedback, the 

stabilization of which is ensured by a certain combination of tool wear and limited vibration cutting 

mode. After this, the interconnectedness of the thermodynamic, power and vibration subsystems already 

ensures the stabilization of the wear intensity of the wired tool. In other words, during the cutting 

process, the cutting system tends to work the cutting wedge of the tool to reach a certain level of wear, 

which reduces the level of vibration activity of the tool and provides the function of thermodynamic 

feedback, which allows, through stabilization of the power reaction, to achieve the maximum possible 

decrease in the further wear intensity of the cutting wedge. 

 

3. Discussion and conclusions 

The validity of our position, in addition to the results of modeling the integral operator we obtained, is 

confirmed by the provision widely known from the works of A.D. Makarov on the existence of the 

optimal cutting mode from the point of view of ensuring the maximum resistance of the tool [28]. In his 

reasoning, A.D. Makarov relies on the principle of V. Reichel, which can be reduced to the statement 

that a certain period of resistance for a given tool-part pair corresponds to the same temperature in the 

contact zone of the tool and the workpiece. Based on this principle, A.D. Makarov introduces the concept 
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of optimal cutting temperature, which provides optimal tool resistance. However, the temperature in the 

contact area of the tool and the workpiece cannot be stationary, since the processing process itself is not 

substantially stationary. Therefore, in order to ensure that the optimum temperature is constant over a 

long period of the cutting process, it is necessary to provide, if not a steady state of the entire processing 

process, at least some quasi-stationary of this process. It is this quasi-stationary that is formed during 

the tool run-in and the formation of the primary wear of the cutting wedge, the stabilization of this quasi-

stationary state of the cutting process occurs due to the stabilization of the cutting force, which in turn 

is stabilized by the temperature, which depends on the vibration activity of the tool, depending on the 

cutting force. 
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Abstract. The application of the principles and methods of the synergetic theory of control for 

the synthesis of automatic controllers that provide a solution to the tracking problem is 

considered. The study aims to develop analytical procedures for the synthesis of tracking 

controllers for a general class of nonlinear systems. The proposed approach is based on the idea 

of the current piecewise linear approximation of the input signal and the synthesis of an 

asymptotic observer of the slope coefficient of the approximating straight line. To confirm the 

theoretical conclusions, a computer simulation of the synthesized tracking system with various 

input signals was carried out. 

1. Introduction 

Tracking systems are usually allocated to a separate class of automatic control systems. Unlike the most 

common stabilization systems that perform the task of holding controlled variables in a given constant 

value, tracking systems must provide a change of the controlled variable )(cx  in accordance with some 

time signal )(tg  received at the system input. This input signal is considered as a setting action, which 

is an a priori unknown function of time. The task of the tracking system is to reproduce the input signal 

with a given accuracy  )()( cxtg . 

Currently, the design of tracking systems mainly uses the approaches of the classical theory of 

automatic control using a linear or linearized mathematical description of controlled processes [1] – [5]. 

The use of “frequency” methods of analysis and synthesis allows us to solve the tracking problem for a 

given order of astatism of the system by the input effect. However, this approach encounters serious 

methodological difficulties in those cases where the dynamics of the controlled object is substantially 

non-linear. The need to increase the effectiveness of linear tracking controllers determines the use of 

various areas of modern control theory [6] – [12]: fuzzy logic, adaptive controllers, robust controllers, 

H  control, etc. But the general “linear” ideology remains dominant. 

Synergetic control theory [13] – [15] provides effective methods for the synthesis of controllers for 

controlling multidimensional and nonlinear objects. At the same time, the synthesized controllers solved 

the problem of stabilization of the controlled variable, or the problem of generating oscillations of the 

controlled variable. In [16], [17], a solution to the problem of synergetic synthesis of controllers 

providing reproduction of a given time signal (periodic or chaotic) and involving the introduction of 

reference signal generators into the structure of a closed system is presented. It was believed that the 

characteristics of a temporary signal are a priori determined, and its dynamics can be described by the 

corresponding differential equations. 

This article will show the use of the principles and methods of the synergetic theory of control to 

solve the problem of the synthesis of tracking automatic control systems in its generally accepted 

formulation.  
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2. Synthesis method 

Let us formulate the problem of the synthesis of tracking controllers, assuming that the object has one 

control channel and it is necessary to ensure tracking of one input signal. 

Let the dynamics of a controlled object be described by a system of ordinary differential equations: 

 )F(x,x gu,  (1) 

where x  is the vector of system state variables, u  is the control action, )(tgg   is the setting action. 

Any continuous function with a sufficient degree of accuracy can be approximated by a polynomial. If 

the degree of this polynomial is equal to unity, a linear approximation takes place, which has found wide 

application in practice. 

The reference signal in the tracking system, which is an unknown function of time, can also be 

considered as a linear signal with a variable slope coefficient of the approximating straight line. These 

considerations formed the basis for the development of the following methodology for the synergetic 

synthesis of tracking controllers, which is based on the principle of expanding the state space of the 

original system by adding differential equations of the reference time signal (a linear function of time) 

and uses the synthesis technique of an asymptotic observer for the slope of the approximating straight 

line. 

If some value )(tg  is changed linearly in time: tggtg 10)(   then the dynamics of this change is 

described by a differential equation 1gg  . Then the extended system model (synthesis model) takes 

the following form: 
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where 1y  is the variable of the reference signal model, and 2y  is the variable characterizing the current 

value of the slope coefficient of the approximating straight line. From the last equation (2) it follows 

that 2y  is a piecewise constant quantity, and, therefore, is a piecewise linear function of time. 

The synthesis procedure includes two stages. At the first stage, the controller is synthesized under 

the assumption that all the variables of model (2) are observable. On the second stage, an asymptotic 

observer is synthesized to evaluate the current value 2y . After that, the estimate of 2ŷ  is substituted 

into the synthesized control law. 

Let us show the application of this technique with a simple example. We pose the problem of 

synthesizing a tracking controller for a nonlinear object described by the model: 
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Such structure is seen in the models that describe the dynamics of mechanical systems with one degree 

of freedom, where the variables 1x  and 2x correspond to movement and velocity, control u  means the 

controlling external force, and the function ),( 21 xxf  characterizes the forces accompanying the 

movement (friction, gravity, etc.). 

In this case, the extended system model takes the form: 
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The synergetic synthesis methods are based on the idea of introducing attractive invariant manifolds 

0)( xi  in the state space of a controlled system. The control law in the scalar case (one control 

channel) is found as a solution to a functional equation written with respect to the corresponding macro 

variable 1 . This equation is a differential equation that has asymptotic stability with respect to  

01  . Usually, the first-order functional equation 0,0 1111  TT   is used. 

The controller should provide an asymptotic convergence of the controlled variable to the variable 

of the reference signal: 11 yx  . Therefore, we introduce an invariant manifold 

.0)( 1121  yxkx  

In this case, given the 01  , the dynamics of the controlled variable is described by a differential 

equation )( 111 yxkx  , which, at 0k ,  has the asymptotic stability with respect to 1y . 

The control law is found as a solution to the functional equation 0111 T  by virtue of the 

equations of the model (4): 

 

  )./()(/)(),(

0)())()),(((

0)())((

111212221

11222121

112112

Tayxkxayxkxxfu

yxkxyxkaxxfuT

yxkxyxkxT





 

 (5) 

For the synthesis of the observer, the method of synergetic synthesis of asymptotic observers is used 

[14]. The model of the extended system is represented in the vector-matrix form: 

   

    ,,

;,

wvHvhw

wvGvgv

10

10





u

u




 

where v  is the vector of the observed variables, w is the vector of the observed variables. 

In our case: 

 Tyxx 121v , 2yw ,  Taxxfux 0)),(( 1212 0g ,  T1001G , 00h , 01H . 

The observer equations are found from the expression 
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where z  are the observer variables, L  is the matrix selected from the observer stability condition (in 

our case, it contains one element 1l , the stability condition is 01 l ), and the matrix  vΓ  is calculated 

from the equation   11 GvΓLH  . 

By substituting the matrices and vectors into (5), we obtain the desired observer equations: 

 1
2
1111 ylzlz   (7) 

and the estimates of the slope of the approximating straight line 

 1112
ˆ zyly   (8) 

It should be noted that equations (7), (8) are valid for any objects described by model (2). 

Taking into account the assessment (8), the control law takes the final form: 
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   )./()(/)(),( 11121111221 Tayxkxazylxkxxfu   (9) 

 

3. Computer modelling 

To analyze the effectiveness of the synthesized tracking controller, computer simulation of a closed-

loop system (3), (7) – (9) was carried out under various input signals. In real operating conditions, the 

input of the tracking system receives not the piecewise-linear reference signal 1y , but the signal )(tg  

that varies in time in an arbitrary way. Therefore, for the correct modeling of the system, it is necessary 

to make a replacement of )(1 tgy   in the equations (7) - (9). The function ),( 21 xxf  was set as 

3
2221 ),( xxxxf  . 

In the simulation, the signal )(tg  was defined as a piecewise continuous function of time: 
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Figure 1 shows the transient graphs of a controlled variable and a input signal. Figure 2 shows the 

transient graphs of the estimation of the slope of the approximating line. It can be seen that the estimate 

at the first stage tends to a value of 1, which corresponds to the slope coefficient of the linear function 

ttg  5)( . At the second stage, it changes linearly, which corresponds to a piecewise linear 

approximation of a parabolic function. At the third and fourth stages, it varies periodically, which 

corresponds to a periodic input signal. 

 

 

Figure 1. Transient processes of a controlled variable and an input signal in the tracking system 
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Figure 2. Transient processes of estimation of the slope of the approximating line in the tracking 

system 

4. Conclusion 

By assessing the results of computer modeling, we can conclude that the proposed approach allows us 

to synthesize controllers that can work out the defining influences of a general class of continuous 

functions of time and can serve as a theoretical basis for the design of tracking systems for controlling 

nonlinear dynamic objects. 
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Abstract. In the article research results are presented, which aim to development of an algorithm 

for forming the structure of composite fiber insulation with heat-accumulating properties in 

clothing. The presence of heat-retaining polymer components in the structure of the fibrous 

composition of materials leads to its general heterogeneity. Combining such materials with 

traditional fibrous structures is a rather promising area, as it allows for the use of heat-retaining 

effect not only in thin materials, but also in voluminous thermal insulating materials. As the main 

core fibrous composition of materials used to study a system of combining with elements of heat-

retaining components, we have selected composition of polyester fibers of various configurations 

and sizes. Pattern of connections between the composition of fibers and groups of materials 

intended for integrating with heat-retaining components, scheme for creating priority fibrous 

materials with heat-retaining properties, which form heat-protective textile clothing shells we 

have developed.  

1.  Introduction  

Clothing heat-retaining properties are actively developing in all countries worldwide. They are of 

particular importance for cold-protective clothing. The presence of heat-retaining polymer components 

in the structure of the fibrous composition of materials leads to its general heterogeneity. This is the 

reason for the change in the properties of a composite material, as compared to the properties of its initial 

components. Special heat-retaining effects of materials are based on the phase-change properties of the 

integrated active polymers [1, 2]. Combining such materials with traditional fibrous structures is a rather 

promising area, as it allows for the use of heat-retaining effect not only in thin materials, but also in 

voluminous thermal insulating materials. For the purpose of a comprehensive analysis of the fibrous 

composition of modern textiles, we studied [3, 4] fiber classification according to [4]. Depending on 

their origin, textile fibers are divided into natural and chemical ones. Chemical fibers are subdivided 

into artificial and synthetic ones. Given the diversity of methods for obtaining primary fibers, modern 
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fibrous materials represent a wide range of products [5-7]. Therefore, an urgent task arises – 

development of an algorithm for forming the structure of composite fiber insulation with heat-

accumulating properties in clothing. 

2.  Theoretical part  

The range of natural and semi-natural insulating materials includes such fabrics as batting, sherston, and 

a loose variant of insulating material – feather-down mixture, which account for a much smaller share 

of industrial output in the total volume of the garment industry and, as a general rule, provide special 

properties of clothing based on the advantages of natural materials and on the absence or a small 

proportion of synthetic products in the clothing composition. This is important, for instance, in the 

production of clothing that protects against static electricity or children’s clothing. In this case, 

additional thermic regulation properties due to integrating heat-retaining materials into the structure of 

the clothing pack have some limitations. Therefore, as the main core fibrous composition of materials 

used to study a system of combining with elements of heat-retaining components, we have selected 

composition of polyester fibers of various configurations and sizes. 

Our analysis of lining materials showed that their main parameters should ensure their high density 

with a small thickness, which provides the main important properties of the inner surface layer of 

clothing [8] – slipping and abrasion resistance. 

This problem can be solved only at the stage of primary production of fabrics using initial composite 

fibers with heat-retaining properties, which are directly integrated into the material structure at the stage 

of primary nonwoven or knitted production.  

Based on the research, we have developed a pattern of connections between the composition of fibers 

and groups of materials intended for integrating with heat-retaining components (Fig. 1). 

 

.  

Figure 1.  Block 1 “А” of the algorithm for creating the structure of composite fiber insulating 

materials: the connection pattern of the fibrous base and material groups of the closing heat-protective 

pack with heat-retaining materials 

The considered fibers (in accordance with Fig.1) form the required functions in the 

corresponding layers of clothing. 

Thus, in the corresponding material layers, different functions are provided:  
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М1 – the main barrier protection function against harmful environmental factors (production 

process and weather), preserving and maintaining the clothing shape and size;  

М2 – the thermal insulation and thermoregulation function (including heat preserving);  

М3 – moisture exchange, thermic regulation (including heat preserving), surface sliding.  

Polymer materials with heat-retaining properties are classified based on the method of 

accumulating thermal energy, as well as the content of such components in the general structure 

of a composite material [9].  

In the classification of heat-retaining materials, important characteristics of the thermal 

energy retaining process are as follows [10,11]: 

• capacity per unit volume or weight; 

• operating temperature range; 

• methods of supply and extraction of heat and the corresponding temperature differences; 

• temperature stratification in the accumulator; 

• power required to supply and remove heat; 

• volumes of structural elements related to the accumulation system; 

• means for regulating heat losses by the heat accumulator; 

• manufacturing and operating costs [11 

There is a classification of heat-retaining materials, as shown in Fig. 2 [11, 12].  

For fibrous composite materials with heat-retaining properties, the clothing industry uses 

heat-retaining materials (HRMs), integrated with the structure and conditions of production and 

operation of their main fiber systems under consideration. Encapsulated and granular materials 

can be compatible with fibrous structures and depend on the fiber structure, size, and connection 

system. As solid hydrocarbons, we can use paraffin, ceresin, wax, primary higher fatty synthetic 

alcohols with obtaining the stabilization temperature of +53 to +80 ℃ [13]. This temperature 

range, as a prerequisite for application in clothing, is typical for clothing that protects against 

high temperatures. The study [10,14] is devoted to the development and research of cold-

protective materials, which allowed to establish the actual melting point ranges for octadecane 

(С18Н38), nonadecane (С19Н40), eicosane (С20Н42), the melting point of which is set within the 

range of +27.6...38.6 ℃.  

Among the substances and materials used as HRMs, we identified inorganic substances such 

as sodium thiosulfate pentahydrate (Na2S2O3·5H2O), sodium sulfate decahydrate 

(Na2SO4·10H2O), sodium sulfite heptahydrate (Na2SO3·7H2O), sodium carbonate decahydrate 

(Na2СO3·10H2O), sodium acetate trihydrate (Na(СН3СОО)·3H2O) [15], and typical paraffins 

[16,17].  

However, the main temperature range of interest for heat accumulation in the operating mode 

of heat-protective clothing is within +20...+40℃ [18]. 

3.  Practical part 

Our analysis of modern developments in the creation and application of special encapsulated 

materials with heat-retaining properties for fibrous structures allowed us to identify a group of 

materials intended for integrating with textiles for clothing.  
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Figure 2. General classification of heat-retaining materials 

 

For heat-protective clothing, as applicable to M3 material group, materials with heat-

retaining properties can be integrated into the textile base using the method [19].  

Based on this method, the most common types of textiles with heat-retaining properties have 

been developed, that are implemented in the form of nonwoven and knitted structures. 

For voluminous heat-insulating materials of the M2 group in heat-protective clothing, it is 

advisable to concentrate micro-encapsulated components directly in the volume of fibers 

[20,21]. 

As a result, we obtained a variety of multicomponent fibrous integrated materials. Their 

basis consists of fibrous systems [22,23,24] that are typical for nonwoven voluminous textile 

materials, whereas integrated components are parts of heat-retaining micro-encapsulated 

materials of various sizes and proportions in volume.  

Therefore, as a result of our studies of modern heat-retaining materials, their composition 

and production methods, as well as specifics of the method for integrating into textile materials, 

we developed a scheme for creating priority fibrous materials with heat-retaining properties, 

which form heat-protective textile clothing shells, as presented in Fig. 3.  

Algorithm for forming the structure of composite fiber insulation with heat-accumulating 

properties in clothing  has been developed (Fig. 4) 
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Figure 3. Block “B” of the algorithm for creating the structure of composite fibrous insulating 

materials: the scheme for creating priority fibrous materials with heat-retaining properties that form 

heat-protective textile clothing shells 

 

 
Figure 4 Algorithm for forming the structure of composite fiber insulation with heat-accumulating 

properties in clothing 
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4.  Discussion and conclusions 

There is a concept and algorithm for designing complex textiles. Specific behavior of textiles is explored 

and resolved between methods of form-finding in physical studies, spring-based modeling and 

simulation, and finite element analysis. The sequence of methods is predicated upon the degree of 

topological complexity in the material system [25]. However, such a system and such an algorithm do 

not allow us to solve the problem of creating a fiber insulation. In the work [26] investigated the 

relationships between the thermal insulation properties of the set of materials and the parameters of the 

particular components of sets, as well as the configuration of layers. The results obtained [26] have 

expanded the knowledge about the thermal properties of complex fibrous materials, but do not have a 

comprehensive algorithm for designing new materials.  

The result is the suggested algorithm that allows to build the route for obtaining a multicomponent 

insulating material depending on the type and structure of the core insulating materials. The algorithm 

allows to immediately determine the type of process methods for producing a new multicomponent 

material, depending on the chemical nature of obtaining heat-retaining active components, that are 

integrated into new composite clothing materials.   
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Abstract. The paper presents a solution to the axisymmetric problem of heating of a half-space 

with a functionally graded coating. The coating is assumed to be imperfectly bonding to the 

substrate that makes it possible to model various defects arising on the interface. The problem is 

reduced to solution of a dual integral equation. To solve the dual integral equation 

approximations for the kernel transform and all the compliance functions of a thermoelastic 

coated half-space was used. The solution was obtained in an analytical form. For the first time, 

analytical expressions are obtained for surface displacements and temperature distribution over 

the surface of a functionally graded coating both in the heating zone and outside it. Due to the 

use of the bilateral asymptotic method, the expressions are asymptotically exact for coatings of 

small and large relative thickness and of high accuracy for coatings of intermediate relative 

thickness including those constructed for complicated variation of thermoelastic properties in 

depth of the coating. 

1. Introduction 

A significant number of machine parts and structural elements are exposed to high temperatures, caused 

both by external sources of heating, and by heating that occurs during their operation, caused for 

example by friction. The effect of high temperatures on these parts can lead to their deformation and to 

a subsequent reduction in the service life. Therefore, when creating them, it is necessary to take into 

account the thermomechanical properties of materials and their possible inhomogeneity. Methods of 

mathematical modeling help to predict the behavior of structural elements with heterogeneous coatings 

applied to them. The simplest possible way to model thermoelastic contact of solids is to consider 

contact problems in one-dimensional formulations. Such a simplification makes it possible to study 

complicated conditions of a sliding contact including wear, frictional heating and dynamic effects 

[1 – 3]. For example, the effect of thermodynamic instability, which was found experimentally by 

J.R. Barber [4], was studied in details by many authors [1–3,5–7] using one-dimensional contact 

problems. 

Two-dimensional plane and axisymmetric thermoelastic contact leads to more difficult mathematical 

problems. During the accurate modelling of two-dimensional thermoelastic contact one faces the 

necessity to solve singular integral equations and they systems. Nevertheless, a significant interest in 

solving quasistatic thermoelastic problems can be noted both for homogeneous and inhomogeneous 

materials. The surface temperature distribution and thermoelastic stress fields for materials with a 

functionally graded (FGM) coatings subjected to mixed Hertz pressure, tangential traction and frictional 
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heating were studied in [8]. Fretting normal and torsional contacts of two elastic solids with FGM 

coatings were studied in [9, 10]. Sliding frictional thermoelastic contact of FGM coatings was analyzed 

in [11,12]. Papers [13–15] addresses to the contact of FGM coated materials taking into account 

thermoelectroelastic coupling for piezoelectric materials. Singular integral equations and their systems 

arising during the process of solution in [9–15] were solved numerically. To solve thermoelastic three-

dimensional contact problems authors use less accurate numerical methods [16–18] because of the 

increasing difficulty of the mathematical problems. 

Present paper addresses to simulation of two-dimensional axisymmetric thermoelastic deformation 

of a FGM coating bonding to a homogeneous half-space caused by heating of a circular area of the 

surface. Due to the absence of the mechanical stresses on the surface of the coating the problem is 

reduced to a single singular integral equation using the Hankel integral transformation. The integral 

equation is similar to that arising for purely elastic contact problems on indentation by a flat punch 

which was solved previously [19, 20] using the bilateral asymptotic method [21]. Present paper 

addresses to the construction of analytical expressions for the displacements and temperature on the 

surface. The main advantages of the present results and results obtained previously by other authors are: 

 distribution of displacements and temperature on the surface are constructed in analytical form; 

 the results are asymptotically exact for small and large values of the characteristic geometric 

parameter of the problem (i.e. the results are effective for thin and thick coatings); 

 the results are of high accuracy for intermediate values of the characteristic geometric parameter. 

These statements are confirmed by the previously obtained results for elastic frictionless [22–24] and 

frictional lubricated [25, 26] contact and piezoelastic contact [27] for solids with functionally graded 

coatings. The results obtained by the bilateral asymptotic method was also approved using the numerical 

simulations [28] and nanoindentation experiments [29].  

The results obtained are suitable both for the coating perfectly and imperfectly bonding to the 

substrate. Imperfect bonding of the coating to the substrate is used to model incomplete adhesion on the 

interface that can occur during various coating deposition technologies. Effect of incomplete adhesion 

was studied earlier in a case of torsional contact [30], indentation [31, 32], distributed forces [33] taking 

into account fatigue [34], wear [35] and piezoelectric effect [36]. 

2. Statement of the problem 

We consider a thermoelastic half-space with a functionally graded thermoelastic coating of thickness H. 

The cylindrical coordinate system (r, φ, z) is related to the half-space so that the z axis is normal to the 

coating surface. The case of axial symmetry is considered, i.e. there is no dependence of the 

thermomechanical characteristics on the angular coordinate φ. Thermoelastic characteristics change 

with depth according to the following laws: 
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Here and after the indices (c) and (s) refer to the coating and substrate respectively. E is Young's 

modulus, ν is the Poisson's ratio, λT is the coefficient of thermal conductivity, αT is the coefficient of 

linear thermal expansion. 

Following boundary conditions are satisfied on the coating-substrate interface 
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Here u and w are the components of the displacement vector, σz and τrz are the stress tensor 

components, and T is the temperature difference before and after deformation. The last relation in (2) 
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describes incomplete adhesion of the coating to the substrate, ε is the coefficient of elastic bonding, see 

[31, 32] for details. 

Let the temperature distribution be constant on the surface of the coating z = 0, in some circular 

region of radius a, and outside this region the surface is free of stress and thermally insulated: 
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We assume that the displacements and temperature difference decay at infinity: u, w, T → 0 as  

z → – ∞. 

It is required to determine the heat flux on the surface  
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0
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

 (4) 

and the distribution of normal w(0,r) and radial u(0,r) displacements of the coating surface. 

3. Solution of the problem 

The displacements, temperature and heat flux are written in the form of the integral Hankel transforms 
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The Hankel transforms of displacements and temperature on the surface can be expressed in the 

following form: 
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  are the effective thermoelastic moduli calculated on 

the coating surface; functions Lij are the compliance functions of the thermoelastic half-space with a 

coating. An algorithm of construction the compliance functions and analysis of their properties both for 

perfect and imperfect coating-substrate interface are described in [37] in details. Substituting (5) and (6) 

into equation (3) yields the dual integral equation of the problem: 
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Following dimensionless notations were used above (the primes were omitted): 
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 q  is the Hankel transform of the function q(r). 

Taking into account the properties of the compliance functions which are described in [37], they are 

approximated by the following expressions: 
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Using this approximation in (7) we obtain an approximated dual integral equation which was solved 

analytically earlier [19,20]. Its solution has the following form: 
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  are the effective thermoelastic moduli of the substrate; 

constants C33i are determined from the following system of linear algebraic equations: 
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The solution is asymptotically exact for λ → 0 and λ → ∞ [21]. It was also obtained earlier for the 

similar problems [28, 38, 39] that for the intermediate values of λ the solution error is the same order of 

magnitude as the error of approximation of the compliance function L33 which can be achieved not 

exceeding 0.3% even for complicated laws of inhomogeneity [40]. 

Substituting (6) into (5) and taking into account notations (8) we obtain representations for the 

surface displacements and surface temperature in the form of the following quadratures: 
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Taking into account (10) and using approximations (9) for all compliance functions and making 

analytical integration, we obtain analytical representations for the temperature and displacements valid 

for r > 0: 
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Following notations for the functions of r coordinate were used above:  
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Following notations for the constants were also used:  
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I0(x), I1(x) and K0(x), K1(x) are the modified Bessel's functions of the first and second kind. 

The first terms in (14) – (16) containing I11, I21 and I31 refer to the solution in the case of non-coated 

half-space, see results by Johnson [41]. Second and third terms containing Ij2 and Ij3 (j=1,2,3) correspond 

to the additional part caused by the coating response. It is easy to make sure by substituting the 

corresponding expressions in (16) that boundary condition (3) is satisfied, i.e.: T(r,0) = – T0 for r ≤ 1. 

As the heat is continuously transferred to the solid and the surface is assumed to be isolated 

everywhere outside the heated circle r ≤ 1, the displacements infinitely increases at r → ∞. That is why, 

similar to Johnson [41] it is convenient to assume that where is a point r0 at a distance from the heated 

circle where the displacements are assumed to be 0. It is the same as we consider following function to 

analyze the displacements of the surface: 

      0,0, 0
)( rwrwrw s   (28) 

It is obvious that w(s)(r0) = 0. It makes possible to avoid the unphysical behavior related to infinite 

growth of displacements in the region 0 ≤ r ≤ r0 and helps to remove the unphysical infinite constants 

d1 and d2 from the expression for displacements.  

4. Conclusion 

Approximated analytical expressions for the displacements and temperature distribution of the surface 

of a functionally graded thermoelastic coating is constructed for a case of a local heating in a circular 

area. The results are suitable both for perfect and imperfect bonding of the coating to the homogeneous 

substrate. Analytical expressions for the displacements and temperature distribution consist of two 

terms: first one corresponds to the homogeneous non-coated half-space while second describe the 

addition caused by the coating response. Due to the fact that the problem is mathematically similar to 

the problems studied earlier, the obtained results possess the same properties: they are valid for arbitrary 

independent variation of thermoelastic properties in depth of the coating; they are asymptotically exact 

for relatively thin and thick coatings and have high accuracy for intermediate thickness of the coating. 

The expressions obtained can be also used to describe the displacements of the coating which is indented 

by a rigid flat punch (without heating of the surface). The results obtained can be applied to the problems 
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of prediction of the properties for the bulk materials or inhomogeneous coatings deposited either by 

means of machining processes [42] or specially designed [43,44] for engineering applications. 
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Abstract. Au nanoparticles and ultrathin gold films were obtained on the surface of thin  

(100 nm) ZnO films on Si (001) by pulsed laser deposition (PLD) at high argon pressure by 

sputtering a pure gold target with a CL3100 pulsed excimer laser (λ = 248 nm) at room 

temperature. The dependence of the size and distribution of nanoparticles on the argon pressure 

in the vacuum chamber (PAr), the power density of laser radiation (j), and the number of laser 

pulses (N) was investigated. Also, to obtain nanostructures, axial and non-axial deposition was 

used, where the substrate was located perpendicular and parallel to the plasma torch, 

respectively. Stable modes of obtaining gold nanoparticles with high uniformity and average size 

from 4 to 10 nm were demonstrated. The modes of stable and reproducible deposition of ultrathin 

Au films (23-42 nm) and percolation structures (18-20 nm) were also demonstrated. Thus, PLD 

is a reliable and flexible tool for obtaining nanoparticles and ultrathin Au films the average size 

and thickness of which can be predictably controlled by varying the deposition parameters. This 

technique is well suited for coating with gold nanoparticles the surface of nanostructured 

materials based on chemically active substances that are particularly sensitive to surface 

cleanliness, which cannot be coated by standard methods. 

1. Introduction 

Au nanoparticles are of great interest due to their unique physical and chemical properties. These properties 

and a number of dimensional physical parameters (mean free path of the charge carriers, De Broglie 

wavelength, etc.) depend on the size of nanoparticles and are determined by the proportion of surface 

atoms [1,2]. Bulk gold is inert, but exhibits pronounced chemical and catalytic activity at sizes less than 

100 nm [3]. This fact makes Au nanoparticles attractive for catalysis [4-7]. Due to their optical and 

electrical properties, Au nanoparticles are used in the diagnosis and therapy of various diseases [8, 9, 10], 

enhanced Raman scattering [11], to increase the efficiency of solar cells [12], nanosensorics [13, 14], etc. 

Modern methods of synthesis should ensure the obtaining of nanoparticles not only of controlled 

size, but also structure. At the moment, there are several methods for the stable production of Au 

nanoparticles, for example, the method of thermal annealing of ultrathin gold films [15], methods based 

on sputtering of pure gold in liquids [16], in vacuum, Turkevich method [17], variations of chemical 

methods based on the decomposition of metal salts [18] under the influence of ionizing radiation [19], 

microwave radiation [20], as well as usage of various reducing agents such as NaBH4 [21], hydrazine 

[22], citrate [23]. Also the biological methods based on the so-called "green approach" are known: 

nanoparticles are synthesized using non-toxic reducing agents [24, 25]. The methods mentioned provide 

consistent and stable results, but have some drawbacks. For example, to reduce the agglomeration of 
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nanoparticles, stabilizers are introduced into the suspension [26]; as a result, in addition to nanoparticles, 

a number of reaction by-products and complex compounds are formed [27]. Another drawback is rather 

limited lifetime of obtained suspensions. When applying nanoparticles from solutions and suspensions 

to the surface of chemically active nanomaterials one may encounter undesirable chemical reactions and 

contamination of the chemically active surface. For example, it is extremely important to the 

semiconductor surface to remain clean while using nanoparticles in the gas sensors based on 

semiconductor nanorods [28, 29]. For this reason, it is necessary to use purely physical methods for 

obtaining nanoparticles for some applications. In this work, Au nanoparticles were obtained by pulsed 

laser sputtering of a gold target in vacuum. Dependence of size and distribution of nanoparticles on the 

deposition parameters was shown. 

2. Experimental Section  

Gold was sputtered by PLD using a CL7100 KrF laser (λ = 248nm). The pulse duration was 15–20 ns 

and the energy of one pulse was 300 mJ. Laser radiation was focused through a transparent sapphire 

window onto the surface of a rotating target located inside a VCL103 vacuum chamber. A gold disc was 

used as a target. The vacuum chamber was evacuated to a pressure of 2.5 Pa before argon injection. Thin 

(100 nm) ZnO films, previously deposited on Si (001) by PLD, were used as substrates. Thin ZnO films 

(100 nm) on silicon were obtained by PLD with the following parameters of a pure zinc oxide target: 

substrate temperature 500 ᵒC, j= 2 J/cm2. N = 1000, oxygen pressure 2 Pa. 

During deposition of nanoparticles some parameters of PLD remained unchanged, for example, j  

(2 or 3.7 J/cm2), target-substrate distance (3.5 cm), preliminary vacuum (2.5 Pa), temperature (room 

temperature), target rotation speed (~ 90 rps). Variable parameters were PAr and the N. 

Au nanoparticles were obtained by axial (Figure 1) and non-axial (Figure 2) deposition. 

 
Figure 1. Schematic representation of axial PLD 

 
Figure 2. Schematic representation of non-axial PLD 
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The images of nanoparticles and ultrathin gold films were obtained using a Zeiss Supra 25 scanning 

electron microscope; the analysis of the obtained images and correlation with the deposition parameters 

were performed using the ImageJ and OriginLab software. 

3. Results and discussion 

A group of samples was obtained on the surface of thin zinc oxide films by PLD. Each sample was obtained 

with different synthesis parameters such as: N, j, and PAr. The images of the deposited nanoparticles obtained 

using an electron microscope (Figure 3, 4) were processed using the ImajeJ software. 

 

Figure 3. Au nanoparticles obtained at PAr = 70 Pa 

 

Figure 4. Au nanoparticles obtained at PAr = 100 Pa 

During the processing, the total number of nanoparticles in each image and the area of each particle 

were obtained. To simplify the search of particle sizes, all of them were represented as spherical ones. 

Particles cropped by the edges of the image were excluded from the calculations. To measure thickness 

of the obtained ultrathin gold films (Figure 5) we used the tools of the standard Zeiss Supra 25 scanning 

electron microscope software. 
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Figure 5. Ultrathin Au film 

In order not to clutter up the text with a large number of figures, we will below present the 

information obtained in the analysis of the most interesting samples and discuss only the parameters of 

stable and reproducible preparation of Au nanoparticles. 

 

 

Figure 6. Size distribution of Au nanoparticles for axial PLD with the following deposition 

parameters: а) PAr=100 Pa, j=2 J/cm2, N = 500; b) PAr =70 Pa,  j=2 J/cm2, N = 500;  

c) PAr =70 Pa, j=3.7 J/cm2, N = 250; d) PAr =70 Pa, j=3.7 J/cm2, N = 150 
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Using an axial PLD, isolated Au nanoparticles with good uniformity and high density were obtained 

at argon pressures of 70 and 100 Pa at j = 2 J/cm2 and 500 pulses (Figure 6a, b), as well as at j = 3.7 

J/cm2 and an argon pressure of 70 Pa at 250 (Figure 6c) and 150 (Figure 6d) pulses. As PAr increased 

from 70 to 100 Pa, the nanoparticles grew larger due to their fusion with each other. When N exceeded 

350 pulses, percolation structures with a thickness of 18 nm and more were formed due to more intense 

fusion of particles. When N exceeded 500 pulses, ultrathin Au films with a thickness of 23 nm and more 

were formed. When N was less than 150, the uniformity of the distribution and particle size deteriorated. 

The same phenomena happened at PAr above 150 Pa and below 70 Pa. The most stable and reproducible 

mode of Au nanoparticle deposition for axial geometry was the mode with the following parameters: 

PAr = 70 Pa, j = 3.7 J/cm2, N = 250. In this mode, Au nanoparticles with an average size of 9.06 nm were 

reproducibly obtained, and the number of fused particles and large agglomerates was minimal. In fact, 

there were no gold particles larger than 12 nm on the surface of the samples. In more detail axial 

deposition results are shown in Table 1. 

 

Table 1. Parameters of axial PLD with good reproducibility 

Ar pressure, Pa j, J/cm2 Number of pulses Size of particles/ thickness of film 

70 2 500      6.28 nm 

70 3.7 150      6.86 nm 

70 3.7 250      9.06 nm 

70 3.7 500      Percolation 18 nm 

70 3.7 750      Percolation 19 nm 

70 3.7 1000      film 23.87 nm 

100 3.7 150      7.89 nm 

100 3.7 250      8.48 nm  

100 3.7 500      Percolation 18 nm 

100 2 500      4.87 nm 

 

The average particle size was found by fitting histograms in the OriginLab software using a log-

normal distribution. Non-axis deposition results are shown in Table 2 in more details.  

 

Table 2. Parameters of non-axial PLD with good reproducibility 

Ar pressure, Pa J, J/cm2 Number of pulses 
Size of particles/ thickness of 

film 

70 3.7 1000      film 37.35 nm 

70 3.7 100      4.8 nm 

150 3.7 1000      film 42 nm 

150 3.7 100      6.35 nm 

In order not to clutter up the text, the tables demonstrate only the results that were obtained with 

good reproducibility. For the axial PLD geometry, it was not possible to obtain reproducible and stable 

results at a j = 2 J/cm2 for N greater or less than 500 in the entire pressure range from 70 to 150 Pa. The 

deposition mode with increased focusing of laser radiation (j = 3.7 J/cm2) turned out to be more stable 

and made it possible to reproducibly obtain Au nanoparticles at N = 150 and 250 pulses and PAr in the 

range from 70 Pa to 100 Pa. In this case, the dependence of the average size of nanoparticles on the 

number of laser pulses (Fig. 7) indicates that the growth rate of particles decreases with increasing 

pressure. 
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Figure 7. Dependence of the average size of Au nanoparticles on the number of laser pulses  

for different PAr. 

Figure 8 shows the histograms of the size distribution of Au nanoparticles obtained by off-axis PLD. 

For this sputtering geometry, axial PLD parameters were used with the most stable and reproducible 

results. However, with N> 100 pulses and N <100 pulses, stable results were not obtained. 

 

Figure 8. Size distribution of Au nanoparticles for non-axial PLD with the following deposition 

parameters: а) PAr =70 Pa, j=3.7 J/cm2, N = 100; b) PAr =150 Pa,  j=3.7 J/cm2, N = 100 

Also, at PAr greater than 150 Pa and less than 70 Pa, the spread of nanoparticle sizes was too large. 

The most uniform in size and distribution Au nanoparticles were obtained with the following deposition 

parameters: PAr = 70 Pa, j = 3.7 J/cm2, N = 100. The average nanoparticle size was ~ 4.8 nm, the 

maximum size did not exceed 10 nm. About 80% of the particles were between 2 and 8 nm. As the 

argon pressure rises to 150 Pa, larger nanoparticles up to 14 nm appear, the number of particles from  

2 nm to 8 nm decreases to 55%, and the average particle size increases to 6.35 nm. 

Thus, PLD is a reliable tool for obtaining Au nanoparticles and ultrathin Au films. The flexibility of 

this method makes it possible to obtain nanoparticles of various sizes (from 4 nm to 10 nm) and 

distributions without heating in a high argon pressure by varying j, N, the deposition geometry, and PAr. 
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With PLD it is possible to coat structures with chemically active surfaces with nanoparticles when 

contamination and surface degradation of the active surface that occur with other application methods 

is critical. It is planned to assess and predict the behavior of the strength properties of such modified 

surfaces using the mathematical apparatus proposed by the authors in the previous works [30-33]. 

4. Conclusion 

PLD makes it possible to obtain Au nanoparticles uniformly distributed over the substrate surface and 

exhibit a small scatter of sizes. The modes of stable and reproducible production of Au nanoparticles 

with an average size of 4 to 10 nm, ultrathin Au films with a thickness of 23 nm and percolation 

structures (agglomerated particles) with a thickness of 18 nm were revealed. Larger Au particles can be 

obtained by thermal decomposition of percolation structures and ultrathin Au films in vacuum or in 

argon atmosphere. The results obtained prove that by means of PLD at high argon pressure, particles of 

different sizes and with different distributions over the substrate surface can be obtained. Also, specific 

modes of obtaining structures were demonstrated and the dependences of the average size of Au 

nanoparticles on the PLD parameters were indicated. Thus, PLD is a reliable tool for reproducible 

deposition of Au nanoparticles of the required size and can be used in cases where the deposition of 

particles by other methods can adversely affect the properties of the objects to be coated. 
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Abstract. The paper covers the development and numerical implementation of a mathematical model 

of hydrodynamic processes in shallow water based on modern information technology and 

computational methods to improve the accuracy of predictive modeling of the ecological situation 

using the example of the Taganrog Bay of the Azov Sea. The proposed mathematical hydrodynamics 

model takes into account surges, dynamically reconstructed geometry, elevation of the level and 

coastline, wind currents and friction against the bottom, Coriolis force, turbulent exchange, 

evaporation, river flow, deviation of the pressure field value from the hydrostatic approximation, the 

salinity and temperature impact. A discrete analogue of the mathematical model of hydrodynamics 

is built based on the splitting schemes for physical processes. The constructed discrete analogs 

possess the properties of conservatism, stability, and convergence. Numerical algorithms are also 

proposed for solving the arising SLAEs that improve the accuracy of predictive modeling. The 

practical significance of the work is that the proposed model was software implemented; the limits 

and prospects of its use were defined. The experimental software was designed based on a graphics 

accelerator for mathematical modeling of possible development scenarios of the shallow waters 

ecosystems, taking into account the environmental factors influence. Parallel implementation was 

performed using the decomposition methods for computationally labors diffusion-convection 

problems taking into account the CUDA architecture characteristics. 

1. Introduction 

The salinity of sea water, being one of the most important abiotic factors, has a significant impact on the 

state of the sea ecosystem. The Taganrog Bay of the Azov Sea, which is a vast zone of mixing the fresh 

river waters from the Don River and the salty waters from the western part of the Azov Sea, is characterized 

by high temporal and spatial variability of water salinity. A significant contribution to its dynamics is made 

by the effects of mixing of the aquatic environment caused by surges arising from the westerly wind. 
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Much work on the study of the hydrological regime of the Azov Sea, in particular salinity and 

temperature, was done by G.G. Matishov, Yu. M. Gargopa and others [1]. In work [2], it is noted that the 

salinity dynamics of the Azov Sea significantly depends on the inflow of saline waters from the Black Sea, 

river flow, and atmospheric processes that affect the balance of precipitation and moisture evaporation from 

the sea surface. Therefore, the Azov Sea is characterized by periods of relative desalination and salinization. 

Since 2007, there has been a modern period of salinization of the Azov Sea [3,4], which is associated with 

a decrease in the Don River flow by 35.6% compared to the period from 1998 to 2006. 

Despite a significant number of publications, many effects that have a significant impact on the spatial 

change in the hydrodynamic processes of shallow water bodies are not taken into account in the development 

of mathematical models, which leads to a deterioration of the forecasts quality of changes in the studied 

water areas ecological situation. 

In this regard, there is a need to develop a computational structure that implements parallel algorithms 

for modeling hydrodynamic processes for prediction changes in the environmental situation in shallow 

waters and coastal areas, including the movement of pollutants and sediments, organic deposits, 

implemented on high-performance computer systems to provide a forecast basis for sustainable 

development of coastal systems. 

In July 2017, the staff members of the Don State Technical University, the Southern Federal University, 

and the Southern Scientific Center of the Russian Academy of Sciences went on an expedition to the Azov 

Sea aboard the Scientific Research Vessel “Deneb” (Fig. 1). 

 

 

Figure 1. Expeditionary researches 

Expedition data, data of the Unified state system of information on the situation in the World ocean 

(“USIWO”) portal, for complex geoinformational analysis of spatial-temporal processes and phenomena, 

were used for modeling hydrobiological shallow water processes. 

2. Problem statements 
The developed model for calculation three-dimensional fields of water velocity vector, temperature and 
salinity is based on the mathematical hydrodynamic model of shallow waters, which takes into account the 
heat and salts transport [5,6]: 

 the Navier-Stokes motion equation 

     
' ' '

' ' ' ' ' ' ' '1
2Ω( sin cos ),t x y z x x y zx y z

u uu vu wu P u u u v w   


           (1) 
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          (2) 

       
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0

1
2Ω cos / 1 ,t x y z z x y zx y z

w uw vw ww P w w w u g    


            (3) 

 the continuity equation in the case of variable density 

( ) ( ) ( ) 0,t x y zu v w           (4) 

 the heat transport equation 

      ,t x y z x y z Tx zy
T uT vT wT T T T f                 (5) 

 the salt transport equation 

      ,SS uS vS wS S S S fx y z x y zt zx y
  

               (6) 

where  , ,u v wV are components of velocity vector; P is the full hydrodynamic pressure; ρ is the water 

density; μ,  are horizontal and vertical components of the turbulent exchange coefficient; 

 cos sin    Ω j k  is the angular velocity of the Earth rotation;   is the latitude of the region; g is the 

gravity acceleration; 
Tf , 

Sf  are sources of heat and salt (located on the border of the region), T is the water 

temperature, S is the water salinity. 
Two components are conditionally distinguished from the total hydrodynamic pressure – the pressure of 

the liquid column and the hydrodynamic part [6,7]: 

0( , , , ) ( , , , ) ,P x y z t p x y z t gz   (7) 

where p is the hydrostatic pressure of the unperturbed fluid; 
0  is the fresh water density under normal 

conditions. 
State equation for density: 

0 ,   
 

(8) 

where 
0  is the fresh water density under normal conditions;   is determined by the equation recommended 

by UNESCO: 
1 3 5 2 7 3 9 4(8.24493 10 4.0899 10 7.6438 10 8.2467 10 5.3875 10 )w T T T T S                   

3 4 6 2 3/2 4 2( 5.72466 10 1.0227 10 1.6546 10 ) 4.8314 10 ,T T S S             

(9) 

where w  is the fresh water density, specified by a polynomial [8]: 

2 3 2999.842594 6.793952 10 9.095290 10w T T         
4 3 6 4 9 51.001685 10 1.120083 10 6.536332 10 .T T T         

(10) 

Equation (9) is applicable for salinity in the range from 0 to 42 ‰ and temperature from -2 to 40 C. 
The system of equations (1–6) is considered under the following boundary conditions [9–11]: 

 at the input: 

0 1 1, 0, ,P T T S S   nV V  (11) 

 the bottom boundary: 

  , 0, 0, 0,  0, 0, 0,v T SP T S f f            τ n n n nn
V τ V  (12) 

 the lateral boundary: 

  0, 0, 0, 0,  0, 0, 0,T SP T S f f          τ n n n nn
V V  (13) 

 the upper boundary: 
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(14) 

 at the output (Kerch Strait): 

0, 0, 0,  0, 0, 0,T SP T S f f        n n n nV  (15) 

where   is the liquid evaporation rate; n  is the outer normal vector to the boundary of the computational 

domain; 
nV , 

τV  are normal and tangential components of the velocity vector;  , ,x y z  τ  is the 

tangential stress vector;   is the water density; 
v  is the sediment density; 

aT  is the atmospheric 

temperature, k is the heat transport coefficient between the atmosphere and water environment. 

Components of tangential stress for free surface: ,a sCdτ w w where w  is the wind velocity vector 

relative to water; 
a  is the atmosphere density; 0.0026sCd   is the dimensionless coefficient of surface 

resistance, which depends on the wind velocity, is considered in the range 0.0016–0.0032 [12]. 

Tangential stress for the bottom ,bCdτ V V where 2 1/3/bCd gk h ; 0.025k   is a group roughness 

coefficient in the Manning formula, is considered in the range 0.025–0.2; h H    is the water depth; H  

is the depth of undisturbed surface;   is the height of free surface relative to the geoid (sea level). 

The system of equations (1–6) is considered under the following initial conditions: 

0 0 0, , ,T T S S  V V  (16) 

where 
0V , 

0T  and 
0S  are predefined functions. 

3. Model discretization 
According to the pressure correction method, the original model of hydrodynamics is divided into three 
subproblems [13–15]. The first subproblem is represented by the diffusion-convection-reaction equation, 
used for calculation the components of velocity vector field on the intermediate layer in time: 
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 
 

(17) 

Note that the term  0 / 1g     describes the buoyancy (the Archimedes' Power). Numerous experiments 

on simulation of the water environment transport in shallow waters such as the Azov Sea have shown that 
this term makes a minor contribution to the solution of the problem and can be ignored. Schemes with weights 

are used to approximate the diffusion-convection-reaction equation in time. Here  1 ,u u u     

 0,1  is the weight of the scheme. 

The calculation of the pressure distribution (the second subproblem) is based on the Poisson equation: 

     
2

.
yx z

xx yy zz

vu w
p p p

  

   

 


         (18) 

The value of the velocity field at the upper boundary (water surface) is defined as /tw p g    . As 

an initial approximation for this problem, a simplified hydrostatic model of the water environment transport 
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was used, which significantly reduces the calculation time. The third subproblem allows us to use explicit 
formulas to determine the velocity distribution on the next layer in time: 

1 1 1
, , ,x y z

u u v v w w
p p p

     

  
         (19) 

where  is the step along the time coordinate; u is the value of the velocity vector field on the previous layer 
in time; u  is the value of the velocity field on the intermediate layer in time; u  is the value of the velocity 
field on the current layer in time. 

The computational domain is inscribed in a parallelepiped. A uniform grid is introduced for software 

implementation of the three-dimensional mathematical model of hydrodynamics. 
, ,i j ko  is the “fullness” of 

the cell ( , , )i j k . The degree of cell occupancy is defined by the pressure of water column at the cell bottom. 

In general, the degree of cell occupancy is calculated based on the expression [8]: 

, , 1, , , 1, 1, 1,

, , .
4

i j k i j k i j k i j k

i j k

z

P P P P
o

gh

     
  (20) 

The approximation of calculation problem the velocity field of water environment by spatial variables is 
based on the balance method taking into account the filling coefficients of control domains. 

The grid equations were obtained as a result of finite-difference approximations of problem (1) – (16) 
using a scheme with weights [16]. А modified alternating triangular method (MATM) [17 – 19] and the 
domain decomposition by the k-means algorithm [20,21] were used for the solution of the problem (1) – (16). 

4. Features of software implementation 

For the numerical implementation of the proposed mathematical model, we developed parallel algorithms 

that will be adapted for hybrid computer systems using the NVIDIA CUDA architecture which will be used 

for mathematical modeling of described problems and to design high-performance information systems. 

One of the most important tasks of the stable functioning of such systems is to ensure automatic 

adjustment of the threshold parameters of the simulation, such as the dimension of the SLAE, since the lack 

of RAM or video memory leads to a significant decrease in performance or an abnormal termination of the 

application. In order to implement the algorithm that solves the described problem, a software module for 

collecting information on the performance of a hybrid computing system has been developed (Fig. 2). 

Computer modeling of the set tasks, while meeting the requirements for the accuracy and speed of 

calculation, requires large computing resources that are not always available in production conditions and 

in the event of emergency situations that require immediate organizational and managerial decisions in order 

to eliminate them. To increase the efficiency of using available technical means, the architecture of an 

information system for supporting scientific research is proposed, which can function under conditions of 

using heterogeneous computing environments. 

The system is based on the requirement to use free software as much as possible in order to minimize 

capital and operating costs. It is proposed to use CentOS 7 as the main operating system with the nginx http-

server installed, MariaDB database management system and .NET Core 3.1 platform installed. The 

application software of the system is developed in the form of a server part, implemented in the form of an 

ASP .NET Core MVC / Blazor web application, and a client part, which is a set of services installed on all 

involved computers. The interaction between these system components is provided through the use of gRPC. 

The server part provides the solution to the following tasks: 

- management of system user accounts, including the assignment of roles; 

- configuration management of available computing resources; 

- managing the process of uploading modeling tasks to the server in the form of rpm packages; 

- management of the monitoring service for performed tasks. 
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Figure 2. Generalized system diagram 

Management of the development process of system and application software is carried out using the Git 

version control system. Developers are working with the system code base on their workstations, where 

local repositories of system components projects are deployed, synchronized with a remote repository 

accessible through a web service based on the Git version control system. 

Management of the processes of deployment, configuration and operation of the system is performed by 

the administrator using any available SSH client, for example, ssh for the Linux console terminal or Bitvise 

SSH Client for Windows (Fig. 3). 

 

 
Figure 3. System development process control diagram 
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A distinctive feature of the development is the use of an algorithm for preliminary estimation of the time 

spent on executing the task based on the data of preliminary testing of the performance of the hardware 

platform. When the computer control module is launched, it checks for the presence of the performance.xml 

file. In the absence of a file, performance tests are performed, which are a number of problems for solving 

SLAEs with different parameters, and their results are written to a file. For the test system Windows 10 

(x64), CUDA Toolkit v10.0.130, Intel Core i5-6600 3.3 GHz processor, 32 GB DDR4 RAM, NVIDIA 

GeForce GTX 750 Ti 2GB video adapter (640 CUDA cores) using NVIDIA CUDA technology, obtained 

the results shown in Figures 4 and 5. 

 

 

Figure 4. Graph of SLAE solution time dependence on the order of a square matrix 

 

 
Figure 5. Test system performance study results 

The obtained data on the performance parameters are then used by the control modules of the computing 

system in the process of controlling the process of placing the computational problem in the queue based 

on the algorithm shown in Figure 6. 
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Figure 6. Algorithm for managing the process of placing a computational problem in the queue 

 

5. Results of experimental researches 

For numerical solution of proposed mathematical model (1) – (16), we developed adapted for hybrid 

computer systems parallel algorithms which use the NVIDIA CUDA architecture. 

The program is designed to build turbulent flows of an incompressible velocity field of the aquatic 

environment on grids with high resolution. This program is used to calculate transport of heat and salts and 

takes into account the velocity field of the aquatic environment. The program takes into account such 

physical parameters as: surges, dynamically reconstructed geometry, elevation of the level and coastline, 

wind currents and friction against the bottom, Coriolis force, turbulent exchange, evaporation, river flow, 

deviation of the pressure field value from the hydrostatic approximation. The program provides the 

following functions: 

 calculation of the velocity field without taking into account pressure based on (17); 

 calculation of hydrodynamic pressure based on (18); 

 calculation of a three-dimensional velocity field taking into account pressure based on (19); 
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 calculation of transport of heat and salts. 

The criterion for checking the adequacy of the developed models was the error estimation with 

simultaneous consideration of the field data from the available n measurements: 
2

2

1 1

/
n n

k nat k k nat

k k

q q q
 

 
  

 
   , where k natq  is the value of the calculated function obtained using field 

measurements; 
kq  is the value of the grid function, calculated by simulation. 

The salinity and temperature fields reconstructed from cartographic information are taken as input data 

for the hydrodynamic model when calculating the transport of heat and salts. The data of long-term 

observations and satellite images were taken in the form of images, from which, after applying the 

recognition algorithm, the salinity and temperature isolines were obtained. The reconstructed salinity and 

temperature fields were obtained using an interpolation algorithm based on high-order approximation 

schemes (Fig. 7). These fields are smoother functions for approximating functional dependencies describing 

the salinity and temperature fields, and can increase the accuracy of hydrodynamic calculations [5,22]. 

 

 
Figure 7. Images of reconstructed salinity and temperature fields 

As a result of the research, a software was developed to more accurately describe hydrodynamic 

processes, salts and heat transport in shallow waters, such as the Azov Sea, with complex spatial structures 

of currents in the conditions of reducing freshwater flow of the Don river, increasing the flow of highly 

saline waters of Sivash lake and filtering the waters of salt lakes in the North-East of Crimea. Software 

implementation of mathematical models takes into account the Coriolis force, wind currents and bottom 

friction, turbulent exchange, evaporation, river flows, as well as the complex geometry of the bottom and 

coastline. The computational domain corresponds to the physical dimensions of the Azov Sea: the length is 

355 km; the width is 233 km; the horizontal step is 1000 m. The time interval is 30 days. Results of numerical 

simulation of water environment transport in the Azov Sea water area based on the developed software 

complex are given in Fig. 8. 
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Figure 8. Results of mathematical modeling the water environment transport (barotropic flows) 

Conclusion 

The proposed 3D hydrodynamic model of shallow waters allows us to obtain three-dimensional fields of 

the water flow velocity vector, pressure, sea water density, salinity, and temperature. The geometry of water 

bottom has a great influence on the flow fields in hydrodynamics models of shallow water. Results of 

expedition measurements were used at developing hydrodynamic models of shallow waters. Measurements 

of water flow velocities were performed and based on the ADCP probe, which measures instantaneous 

values of the vertical profile of the velocity vector. The following parameters were specified at device 

setting: the vertical step is 10 cm; the number of vertical measurements is 128; the measurement frequency 

is 1 s. The Kalman filter algorithm was used to filter field data. Simulation results and field measurements 

of the vertical turbulent exchange coefficient at various water horizons were compared; based on it, we 

concluded that the calculation results of turbulent processes in shallow waters based on the Smagorinsky 

subgrid turbulence model are best consistent with the field data. 
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Abstract. The article is devoted to the development and research of methods for accelerating 

calculations and processing input data for mathematical modeling of hydrodynamic processes in 

reservoirs with complex bottom geometry. The mathematical model of hydrodynamics 

considers: microturbulent diffusion; the influence of salinity and temperature. To increase the 

speed of calculations, it is proposed to transfer part of the computational load to reconfigurable 

computing systems (RVS). The paper also proposes an algorithm for adding input data by 

analyzing the existing database of environmental data, which was successfully verified 

analytically. The practical significance of the work is that a hardware implementation of the IP 

core was proposed, which allows solving systems of linear algebraic equations that arise when 

sampling the model of hydrodynamics of the Caspian Sea. It is experimentally established that 

the resulting implementation is characterized by low power consumption and is capable of 

processing large-dimensional matrices. The prospects of using the proposed algorithm are 

determined.  

1. Introduction 

To predict the situation of waters with complex bottom geometry, mathematical models are constructed, 

considering the unique features of the researched water object – climatic factors and hydrodynamic 

regimes. Among the papers of Russian scientists devoted to the research and forecast of aquatic 

ecosystems can be identified the papers of Marchuk G.I., Matishov G.G., Sukhinov A.I., etc. [1-8] The 

development of models, software and information systems for monitoring and forecasting the situation 

of water ecosystems is performed by leading foreign research centers and organizations such as 

Sweden’s Meteorelogical and Hydrological Institute, Center for Water Research, National Oceanic and 

Atmospheric Administration, Centre for Ecology and Hydrology [9-14]. 

Many approaches are used to model spatially inhomogeneous three-dimensional Hydrophysics 

processes in reservoirs with complex bottom topography. The most acceptable of them is the modeling 

of hydrodynamic processes of a reservoir as a single body of water. It is known that this approach 

increases the computational complexity of algorithms and increases the time spent. 

Another problem is the lack of sufficient input data. For example, a three-dimensional digital map 

was developed for the Caspian Sea, including 2.5 billion nodal points, while existing databases on 
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hydrometeorological characteristics have coarser measurement grids and do not allow modeling with 

the required accuracy (figure 1).  

 

 
 

Figure 1. Three-dimensional map of the Caspian Sea 

 

Problems that arise can be solved by using reconfigurable computing systems. A high degree of 

parallelization allows you to process databases at high speed and analyze multiple indicators in near-

real-time mode.  

2. Statement of the problem the hydrodynamics of the Caspian Sea  

One of the computationally labor-intensive tasks is the model of hydrodynamics of the Caspian Sea: 

     1
2 ( sin cos ),t x y z x x y z

x y z

u uu vu wu P u u u v w    
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  
                          (1) 

     1
2 sin ,t x y z y x y z

x y z

v uv vv wv P v v v u   


  
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( ) ( ) ( ) 0,t x y zu v w                     (4) 
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( ) ( ) ( ) ,t x y z x x y y z z SS uS vS wS S S S f                                   (6) 

where t  is a time; { , , }u v wV  is the velocity vector of the water flow; P  is full hydrodynamic 

pressure; ,T S  are water temperature and salinity;   is density of water; ,v  are horizontal and vertical 

diffusion coefficients, respectively [15]; (cos sin )  Ω j k  is angular velocity of the Earth's rotation; 

  is the latitude of the place; g is acceleration of gravity; ,T Sf f  are sources of heat and salt (located 

on the border of the region). In this case, two components are conditionally distinguished from the total 

hydrodynamic pressure: the pressure function of the liquid column and the hydrodynamic part [16] 

0( , , , ) ( , , , ) ,P x y z t p x y z t gz   
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where p  is the hydrostatic pressure of the unperturbed fluid, 
0  is fresh water density under normal 

conditions (at 20 C ); the water density is determined by the formula: 

0    , 

where 
0  is fresh water density under normal conditions,   determined by the equation recommended 

by UNESCO: 
1 3 5 2 7 3 9 4

3 4 6 2 3/2 4 2

(8.24493 10 4.0899 10 7.6438 10 8.2467 10 5.3875 10 )

( 5.72466 10 1.0227 10 1.6546 10 ) 4.8314 10 ,

w T T T T S

T T S S

      

   

           

        
 

where 
w  is the density of fresh water is specified by the polynomial: 

2 3 2 4 3 6 4 9 5999.842594 6.793952 10 9.09529 10 1.001685 10 1.120083 10 6.536332 10 .w T T T T T               

 
Add the boundary conditions to the system (1) – (6). 

At the bottom: 

( ) , 0, 0, 0, 0, 0, 0.v T SP T S f f            n n n n nV V  

On the side surface:    
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On the upper border: 
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
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Here   is the rate of evaporation of liquid; , nV V  are normal and tangential components of the water 

flow velocity vector;   is density of the water environment; 
  is the density of the suspended 

impurities; 
aT  is atmospheric temperature; 

Tk  is heat transfer coefficient between the atmosphere and 

the water environment; 
zh  is depth step; h   is the thickness of the liquid layer that evaporates over 

time  ; { , , }x y z  τ  is the tangential stress vector, which is calculated using the formulas: for a free 

surface a SCdτ w w , where w  is wind speed vector relative to water, 
a  is atmospheric density, 

SCd  is a dimensionless coefficient of surface resistance that depends on wind speed and is in the range 

of 0.0016–0.0032 [17]; for the bottom bCdτ V V , where 2 1/3/b RCd gk h , at the same time 
Rk  is 

the group roughness coefficient in the manning formula (varies in the range 0.025-0.2), h H    is 

water depth, H  is the depth of the undisturbed surface,   is surface height relative to the geoid. 

3. Methods of accelerating the calculations using FPGA technology  

Modern technologies can be used to solve the problems that arise when solving the described problem. 

Methods related to parallelization of algorithms for solving tasks at the software and hardware levels 

are developed to increase the speed of calculations. Among the high-speed equipment used for solving 

model problems of hydrodynamics, it is necessary to single out supercomputers built on the basis of 

programmable logic integrated circuits (FPGAs), the main advantage of which is a high degree of 

parallelization. The time of processes occurring in the water area of a reservoir is comparable to the time 

of modeling these processes on conventional computers. In the process of discretization of a model 

problem of the form (1) – (6), a system of linear algebraic equations of large dimension arises, the 

solution of which requires large computational costs. 

To optimize calculations, we developed a library element-the IP-core for organizing the 

computational process using the algorithm of an alternately triangular method for solving grid equations 

that arise during the discretization of model hydrophysics problems for the self-adjoint case [18]. 

The IP core was implemented using the following algorithm. 
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Algorithm 1. Solving a system of grid equations 

1. Arrays are Formed for the input values of the SLA. 

2. Is filling the arrays with data from files. 

3. Constants are used for the calculations. 

4. A library element is Connected that implements the square root calculation 

operation. 

5. Arrays of initial values for variables are Formed. 

6. Enter the condition of the calculations when you change the time signal on the 

rising edge. 

7. Start of the cycle of comparing the maximum discrepancy and the maximum 

error value. 

8. Calculation of the vector of residuals and its norms on the input values. 

9. Calculation of the amendment. 

10. The iteration counter is being built up. 

11. End of the cycle of comparing the maximum discrepancy with the maximum 

error value. 

12. Creating an array of SLOUGH solutions and writing it to a file. 

 

The implementation of this algorithm on the xc7vx485tffg1157-1 FPGA of the seventh series used 

in the “Taigeta” RVS (figure 2) uses a small part of the available resources (table 1) with the power 

consumption shown in table 2. 

 
Figure 2. “Taigeta” computing block. 

Table 1. Resources involved in implementation 

Resource Utilization Available Utilization % 

LUT 3721 303600 1.23 

FF 127 
607200 

 
0.02 

DSP 27 2800 0.96 

IO 33 600 5.50 

BUFG 1 32 3.12 
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Table 2. Power consumption 

Total On-Chip Power 0.258 W 

Junction Temperature 25.4 oC 

Thermal Margin 59.6 oC (41.1 W) 

Power supplied to off-chip devices 0 W 

Confidence level Medium 

 

Methods based on interpolation or the use of neural networks to assimilate satellite sensing data can 

be used to address the problem of data scarcity. Currently, existing databases are not being updated as 

actively and regularly, and satellite data does not provide all the necessary input data for predictive 

modeling. 

Within the framework of this research, an algorithm for expanding input data databases for predictive 

modeling of hydrophysical processes has been developed the main idea of this method is to find 

unknown characteristics based on retrospective data correlated with SPZ data.  

 

Algorithm 2. Forecast of ecosystem development based on the observation model 

1. Gathering information from public databases (DB). 

2. Acquisition and processing of neural network is not less than two consecutive 

data packets of the SPZ. 

3. Determine the gradients of characteristics obtained during data processing in 

the previous step for each node point. 

4. Search for the most similar to the received retrospective data. 

5. The definition of missing for the simulation of the characteristics of brute 

force. 

6. Predictive modeling of hydrodynamic processes of a reservoir. 

7. Determining the error of modeling the main calculation functions. 

8. If the modeling error is more than 15%, we recalculate the gradients of the 

obtained characteristics considering the data received during the execution 

of points 4)-7) of this algorithm, otherwise we update the database.  

 

In [19] it is proved that points 4) and 5) are solved most effectively using FPGA technologies. The 

solution of the problem from point 6) of this algorithm for a given prediction time is described in [20]. 

4. Conclusion 

An algorithm for implementing the alternately triangular SLOUGH solution method for the self-adjoint 

case is proposed. it is used for solving the problem of distribution of the density of sea water in the 

Caspian Sea. The application of this algorithm will allow modeling the processes of hydrodynamics and 

biological kinetics occurring in reservoirs with complex bathymetry in conditions of lack of input data 

with minimal time costs and error values. Presents data on the results of the modeling involved in the 

implementation of resource and power consumption. 

In the future, it is planned to develop an IP core that implements a modified alternating-triangular 

method for solving large-dimensional slows for the non-self-adjoint case and its application in solving 

problems of Hydrophysics and biological kinetics in a mode close to real-time.  
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Abstract. The paper is devoted to the study of the possibility of applying the main methods of 

assessing the reliability of information technology systems, including a review of existing 

developments in this field and analysis of the basic principles of testing systems. Special 

attention is paid to methods for evaluating the reliability of software. This paper describes the 

main steps that should be taken by an attacker in a cyber-attack. Methods of vulnerability 

detection using graph theory are considered and methods of their elimination are shown. The 

possibility of using neural networks for traffic analysis in order to detect signatures is considered. 

The mechanism of DDoS attacks is considered and the main mechanisms of protection against 

them are analyzed. Mechanisms for changing the topology of information technology systems 

through the use of graph theory were tested on decentralized systems and showed a significant 

increase in the system's resistance to unauthorized access. Mechanisms to prevent DDoS attacks 

through the use of neural networks allowed real-time tracking of unwanted content and reduced 

the time required to update databases of malicious signatures. 

1. Introduction 

The development and testing of information systems have been actively developing in recent decades. 

However, despite progress in this area, the information regularly appears about global data leaks and the 

failure of expensive equipment. Information technology systems constantly interact with information 

resources on the Internet, and may also be subject to adverse environmental influences, which under 

certain conditions can disrupt the stability of the system and as a result leads to loss of control over 

equipment or data. Here, sustainability is an integral property that includes the reliability of data storage, 

the survivability of the system, and its security. The development of software tools allows attackers to 

find vulnerabilities in information systems much faster and with a higher probability of success. The 

means of introducing malware into information systems are being improved, and decentralization and 

increased complexity in the connections between individual parts of the systems themselves lead to a 

decrease in the level of security.  

In the works of Matveevsky V.R., the analytical dependencies of the failure rate on time for the 

distribution of Strett D. U. and Weibull V. are considered [1]. Polovko A.M. and Gurova S.V. investigate 

reliability indicators of non-redundant recoverable systems [2]. The manual describes the structural and 
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logical analysis of technical systems in order to assess the impact of each element on the performance 

of the system as a whole [3]. The paper by Romanyuk S.G. describes the possibility of applying a 

probabilistic approach to the reliability problem in the analysis of the technical system under study. The 

work of Graham B., Leroux P.N., and Landry T. is devoted to the static and dynamic analysis of software 

code for various defects and weaknesses. With such a wide variety of information on this topic, the 

consensus on methods for assessing the stability of information systems remains unformed.  

2. Assessment of the reliability of information technology systems 

The complexity of evaluating information technology systems (ITS) consists of two criteria. The first is 

the reliability of the technical part of the system, i.e. the hardware part. Since this area has been actively 

developing over a fairly long period of time, most of the system vulnerabilities are eliminated at the 

design stage. Another factor is the unreliability of the software, which is due to its increased complexity 

relative to the hardware, as well as its uniqueness and speed of obsolescence. Thus, the estimation of 

reliability is based on the theory of reliability of technical systems, based on which it is proposed to 

separate models associated with the probabilistic distribution of errors, the model allows to obtain 

acceptable results of the assessment, not considering the reliability of the instrument and assessment 

models FOR considering the complexity. Among the analytical methods for evaluating the reliability of 

information technology systems, there are continuous and discrete dynamic evaluation models, as well 

as static models. 

2.1. Continuous dynamic models for reliability estimation 

In such models, testing is performed without correcting errors. This type of model includes the 

Jelinski-Moranda model and the Markov transition probability model. The Jelinski-Moranda model 

assumes that the time between system failures is distributed exponentially, provided that the failure rate 

of the program is proportional to the number of errors remaining in the program [4-5]. 

Thus, under this assumption the probability of software uptime is defined as a function of time 
it , 

detections i  errors counted from the moment of detection ( 1)i   error: 

 ( ) i it

iP t e


 ,     (1) 

where 
i  is failure rate, 

 ( ( 1))i DC N i    ,          (2) 

here 
DC  is coefficient of proportionality; N  is initial number of errors. 

The main advantage of the model is the simplicity of calculations, but if the parameter is incorrectly 

defined N  the failure rate of the program becomes negative, which leads to meaningless results. A more 

important factor is that this theory assumes that no new errors are introduced when the detected errors 

are corrected, which is almost never done during software development. 

The Markov model [6-7] is used to estimate the likely number of errors that will be corrected in a 

given time, considering the preliminary modeling of the intensity of errors that occur l  and the adopted 

error correction system. m . Under this model it is possible to obtain information about the readiness 

( )A t  and reliability ( )R t  software. So, the system is ready for time 0t   defined by the equation: 

 
0

( ) ( )n k

k

A t P t






 ,          (3) 

here 
n kP 

 is the probability of a system's transition from state n  to state k  , independent of the previous 

and subsequent states of the system. 

The reliability of the system is determined by the expression 

 1( ) , 0 , 0,1,2,... .kt

k kR e T k
 

         (4) 

Within this model, there are a number of limitations: all errors are considered random and do not 

consider the generated consequences, the intensity of occurrence and correction of errors is constant, 

and the time to change the state of the system is infinitely short. The practice of using this model shows 
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that the intensity of error correction is delayed in relation to their detection, which makes the process 

difficult. 

On the other hand, the use of this model assumes the presence of pre-accumulated experience, which 

will allow you to systematize error data and improve the accuracy of analysis when using data from 

previous modeling. 

2.2. Discrete dynamic models for evaluating ITS reliability 

In such models, when a failure occurs in the system, all errors are found and eliminated. Classical models 

of this type are the Schumann and Musa models [8-10]. 

The Musa model assumes an assessment of software reliability at the operational stage. With the 

total testing time T  and the number of failures during testing n , this model allows you to determine the 

average time to failure: 

 0

0

,
CT

n
 



 
  

 
      (5) 

here 
0  is average time to failure before testing; C  is a coefficient that reflects the compaction of the 

test time compared to the actual operating time. 

The parameter
0  can be defined as 

 0

1
,

NKf
        (6) 

here N  is the initial number of errors in the software (can be obtained from other models); K  is error 

rate; f  is averaged values of the execution speed of a single program operator. 

As the main drawback of this model, it should be noted that it is necessary to perform calculations 

using a different model (definition N ), which increases the time cost. However, this model does not 

need to fix failure points, since errors are registered and can be corrected after software testing is 

completed.  

The Schumann model involves step-by-step testing with different sets of test data. While testing is 

underway, errors are only registered. When the tests are completed, all registered errors are corrected, 

the test data sets are corrected, and the test is repeated. It is assumed that no new errors are made during 

the correction, and the intensity of error detection is proportional to the number of remaining errors. 

At the i  testing stage, the Schumann reliability function is described as: 

 ( ) ,it

iR t e


                     (7) 

here 
1( )i iN n C   ; N  is initial number of errors in the software; 

1iN n   is number of errors 

remaining by the beginning of the i  stage; C  is coefficient of proportionality: 

 
1 11

,
k k

i
i

i ii

m
С t

N n 




          (8) 

where 
im  is number of errors detected over time 

it . 

The advantage of this model is that it does not require additional calculations based on third-party 

models, while the obvious disadvantage is the assumption that there are no new errors when correcting 

the detected ones. 

2.3. Static models of reliability assessment 

Among the static models for evaluating the reliability of systems, which differ from others by not 

considering the time of error occurrence, there are classical models: mills and Nelson, Corcoran and 

Monte Carlo [11-13]. 

The mills model is based on the fact that a number of known errors are previously introduced into 

the software. At the same time, the testing specialist does not know the number and nature of errors 

made, which creates equal probability conditions for finding errors. 

123



 
 
 
 
 
 

After testing, when n  real and m  artificial errors are detected, you can determine the initial number 

of errors in the program N : 

 ,N nM m      (9) 

where M  is number of pre-entered errors. 

Then the calculated value is checked N .  It is assumed that the program initially had K errors and 

the program is tested before all M errors are detected. The probability that the program initially had K
errors is calculated from the ratio: 

 
0, ,

( 1), .

if n K
p

M M K if n K


 

  
              (10) 

If not all previously M  entered errors are detected, but m  only some of them, then the ratio is used: 

 
1

1

0, ,

, .m K m

S S K

if n K
p

C C if n K 

 


 


             (11) 

where
m

nC  – число сочетаний из n  элементов по m элементам. 

This model uses a fairly simple mathematical apparatus, but errors are made in the software, which 

is a poorly formalized process, and an arbitrary assumption of the K  value is a subjective factor. 

The Corcoran model assumes that the software has multiple sources of software failures. The model 

argument is the number of programs runs, and the software reliability score is expressed as follows: 
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1
( ) ,

k
i

i

i

nn
R n

n n







               (12) 

here n  is number of successful software runs; i
n  is number of detected i  type errors that are likely to 

be resolved 
ip ; 

i  is the coefficient is determined as: 

 
, 0,

0, 0.

i i

i

i

p if n

if n



 


              (13) 

This model considers the existence of several types of errors in the software, which is an extremely 

positive factor. The disadvantage of the model is the need to determine the probability of sampling data 

from the required area. 

The Nelson model was developed with the basic properties of machine programs in mind. The model 

is based on software properties, and it allows development by detailed description of other aspects of 

reliability, and, therefore, can be used to calculate the reliability of software throughout the life cycle of 

an information technology system. 

In this model, it is assumed that the program input data is divided into disjoint areas , 1,2, ... , .iZ i k  

It is assumed that a set of data from the area 
iZ  is likely to be selected 

ip . The value 
ip  is determined 

based on statistics of input data in real-world software conditions. 

If by the time the reliability of the software was evaluated, 
in  software runs were performed on data 

sets from the 
iZ  area, in

 of which ended in failure, then the software reliability is evaluated using the 

formula: 

 
1

1 .
k

i
i

i i

n
R p

n





        (14) 

The main advantage of this model is its focus on determining the reliability of software without 

interacting with the theory of hardware reliability, which allows us to apply this model at all stages of 

the software lifecycle. On the other hand, this model does not provide significant results at the initial 

stage of software development, as it requires a large number of runs to build an objective assessment. 
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3. Analysis of the vulnerability of ITS 

Vulnerability analysis refers to the process of searching for threats and potential ways to implement 

them, as well as the models of attackers involved in these processes. 

The presence of vulnerabilities has a negative impact on the scope of ITS application and causes 

rejection by users, among other things, the risks of disclosure of confidential information increase. 

Threat sources can be intentional or accidental, as well as caused by natural or man-made factors. For 

each threat, there is a list of vulnerabilities that allow it to be implemented, as well as a variety of 

methods to identify and combat them.  

3.1. The application of graph theory 

To detect vulnerabilities in complex decentralized systems, it is best to use graph theory. If you represent 

system elements as separate vertexes, you can get the topology of ITS or the interaction of several 

systems (figure 1). 

 

Figure 1. Topology of interaction of elements of several ITS 

In addition to direct attacks, attackers can resort to indirect attacks, in which case the attack is not 

the system itself, but a less secure system that interacts with the main target of the attacker. In this case, 

the goal of the attack is to find the minimum path of traversing the graph before getting access to the 

files of interest. To implement security tools in this case, you need to solve the problem of finding a 

click in an undirected graph. In this case, the application of methods of protection against such attacks 

consists in a preliminary analysis of vulnerabilities, that is, it is necessary to conduct a simulation of the 

attack. This method is good because it allows you to find possible threats from the first stages of system 

design.  

To minimize the possibilities of exploiting vulnerabilities of topology you can create multiple false 

peaks that you will pass on useless information. This method requires additional hardware costs, but can 

be extremely effective, especially if the transmitted data is subject to encryption.  

Another, more effective method of countering this threat is to deliberately minimize the path to the 

intended target of the attacker, while complicating the security system. In this case, it is assumed that 

when analyzing the topology, the attacker will find the minimum path, but then will not be able to use 

it either for delivering malicious software or for hacking. 

Incorrect topology analysis can make an attack very difficult or impossible. If the topology analysis 

uses several systems and it is impossible to identify all possible attack paths due to the size of the system, 

then you can embed additional vertexes-detectors. The essence of these types of vertexes is that at a 

certain stage, information gets to an independent evaluation, automated or manual, depending on the 

type of system. In practice, each of these vertexes assumes the definition of a separate type of threat, 
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which allows you to differentiate the levels of access to information and its forwarding, which in turn 

leads to minimizing user errors.  

Thus, the use of graph theory allows you to: monitor intersystem security; track the shortest ways to 

bypass the system; fix potentially dangerous data transfer paths within the system; check the system at 

all stages of development and for all elements of the system, in order to minimize risks; assess the 

possibility of security violations due to the human factor. 

The main disadvantages of this method in modern conditions are the high growth rate of information 

technology systems and the high complexity of the mathematical apparatus. Based on this, graph theory 

is most often used in the design of individual elements of the topology of interaction of system elements. 

Most often, it focuses on creating false vertexes that give the appearance of a highly complex data 

network. 

3.2. Application of neural networks 

Currently, additional tools such as antivirus programs, firewalls, and security scanners are usually used 

to ensure the security of information. Not enough attention is paid to software security. Analytical 

reports of major companies in the field of software information security show that the number of 

vulnerabilities detected in software has increased significantly in recent years. 

To increase the efficiency of signature detection, it is rational to use neural networks. The activation 

function can be different and is generally written as: 

 ( ).y f s           (15) 

The network itself consists of layers of neurons. Usually, the neurons of one layer are not connected 

to each other, and their outputs are inputs for the neurons of the next layer [14-17]. Starting from the 

need to identify the specified constructs, to train a neural network, it is necessary to use the method of 

reverse error propagation, which is aimed at minimizing the difference between the actual and expected 

outputs of the network by changing the weights of synapses. If there are pairs of input data and output 

images 
1 1 2 2(( , ),( , ),..., ( , ))P Px t x t x t , 

1 2( , ,..., )P P P

P nx x x x , 
1 2( , ,..., )P P P

P mt t t t , the value that characterizes the 

discrepancy between the actual output and the expected one is determined by the expression: 

 21
( ) .

2

P P

k k

P k

E t y      (16) 

Here P

kt  is the k  value in the P  output image; P

ky  is k  the value in the actual output data when the

P   input image is fed to the input ( 1,2,..., )Px k m . Thus, all sets of input signals are first passed through 

the network, receiving a set of output signals, and then the discrepancy value is calculated.  

Improved safety due to faster signature detection could not provide a complete security system. The 

main part of the largest cyber-attacks is called DDoS attacks. A DDoS attack is a simultaneous attack 

from a large number of computing devices connected to a single information technology system in order 

to disable the system. All methods of detecting attacks can be divided into two large categories. These 

are methods for detecting anomalies and methods for fixing abuse. 

Activities aimed at detecting abuse are based on creating templates and finding signs of known 

attacks. The main advantage of this method is that it practically eliminates false positives. The 

disadvantage of this method is the inability to detect attacks that are not built into the system. As a result, 

it is necessary to maintain and regularly update a large database containing each attack and all its 

possible variants [18]. 

A more flexible method is the detection of abnormal activity, which allows you to detect unknown 

attacks, but can often lead to false positives. To detect an attack, you must compare the current values 

of the activity characteristics with the standard values, and in case of any deviation from the standard 

behavior, you must consider this situation as a violation. Data averaged over a sufficiently long period 

of time (from one day to several months) is considered normal [18]. 
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Examples of abnormal behavior include a large number of connections over a short period of time 

or high CPU usage. It should also be understood that abnormal behavior should not always be considered 

an attack. Thus, the attack does not consist of a large number of responses to the station activity request 

from the network management system. A fairly rare update of the database with normal behavior 

characteristics allows attackers to adapt their behavior to the requirements of the system for detecting 

abnormal activity, which perceives it as a legal user [18]. 

The main mechanisms for preventing DDoS attacks are shown in table I. All methods of protection 

against DDoS attacks are divided into two blocks: methods that precede the start of the attack, aimed at 

preventing the very fact of the attack, and methods of active counteraction and weakening the results of 

the attack, which are used immediately after the start of the attack [19]. Methods to prevent attacks 

include organizational and legal measures.  

 

Table 1. Comparative analysis of the main protection mechanisms 

Criterion / method State analysis Neural network 
Expert 

system 

Signature-

based 

methods 

Statistical 

technology 

The observation 

level 

Network, OS, 

apps 
Network, OS Network, OS 

Network, OS, 

apps 
Network, OS 

Anomalies - + + - + 

Corrupt practices + + + + - 

Verifiability + - + + - 

Adaptivity - + + - + 

Stability + - + + - 

Computational 

complexity 
Low Average High Low Average 

 

If the attack still took place, then after the start of the attack, you must take active measures to counter 

the attack as soon as possible. The most important of these measures are increasing resources and 

filtering traffic. 

Resource growth is preceded by a detailed analysis of server and network segment usage to identify 

bottlenecks. If, for example, the server occupies a significant part of the communication channel during 

normal operation, it can be assumed that an attacker can completely fill the channel with malicious 

requests in the event of an attack. In this case, it is advisable to increase the bandwidth of the 

communication channel in advance [20]. 

4. Evaluation of the survivability of ITS 

When forming fault tolerance strategies, you need to define a set of States of the ( ) ( ){ }f f

vS s  system in 

which it is necessary to counteract threats to health, as well as set options for distributing functions 

between functional components of the information technology system in the States of the set 
( )fS . This 

strategy is aimed at fully compensating for the envisaged functional failures and ensuring the 

performance of systems in these cases. 

Creating survivability strategies for each state of a set of 
( )fS  you need to further develop solutions 

related to the system functions: whether to narrow the set of functions that together make up the purpose 

of functioning; how to do it; whether to simplify the algorithm for implementing functions, etc.Опишем 

варианты решения относительно цели функционирования системы в условиях наличия 

нежелательных влияний может быть одним из таких: 
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 many functions of the system cannot be changed, all functions must be used, possibly with less 

efficiency or with poor quality, that is, in any state of the 
( )fS , the condition must be met: 

1, if executed ;
( ) 1, ( )

0, if not executed .

i

i i

i I i

f
x f x f

f


  


    (15) 

 in any state of the 
( )fS , some subset of functions that implement the purpose of the information 

system functioning must be performed *F   

 
*

( ) 1.

i

i

f F

x f


      (16) 

The set of *F  functions depends on the state of the system and the set conditions for functional 

survivability. In an arbitrary state from 
( )fS , the system must provide at least one function from the set 

of *F  

 

 ( ) 1.i

i I

x f


      (17) 

The functional viability of an information system depends on the pre-defined purpose of its 

functioning. The functional viability of different information systems can only be compared if they have 

the same functioning goals. The assessment of the survivability of the same information system may 

change if the purpose of operation changes. At the same time, the parameters that determine the 

conditions of their operability have as significant an impact on the quantitative indicators of the 

survivability of information systems as the purpose of their functioning. 

5. Conclusion  

The article discusses methods for assessing the reliability of information technology systems, describes 

various types of vulnerabilities that the information technology system is exposed to. The main steps 

that should be taken by an attacker during a cyber-attack are shown. Methods of vulnerability detection 

using graph theory are considered and methods of their elimination are shown.  

The necessity of using neural networks in traffic analysis in order to detect signatures is justified. 

The mechanism of DDoS attacks is analyzed and methods of their prevention are shown. The analysis 

of the main mechanisms of protection against DDoS attacks is carried out. 
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Abstract. Software package construction for a distributed solution of the matter transfer problem 

in a reservoir is the aim of the work. The software package consists of several components that 

use different methods of interaction. The solution study posed by various methods and 

comparison of their performance is carried out. An algorithm for parallel solution on a graphics 

accelerator controlled by the CUDA system has been developed. A comparative analysis of the 

algorithms operation on CPU and GPU is carried out. The software implementation of the 

components included in the complex is described; the main classes and implemented methods 

are documented.  

1. Introduction 

Matter transfer mathematical modeling makes it possible to study the dynamics and trend of phenomena 

occurring in shallow water bodies and river systems [1]. It becomes possible to predict the anthropogenic 

interference consequences in the aquatic ecosystem. 

The algorithms and programs development is necessary for the hydrodynamics model problems 

numerical implementation in coastal systems, including channel processes in river sections with the 

channel and floodplain complex morphometry [2]. This makes it possible to solve an important scientific 

and practical problem of assessing the planned technological facilities construction impact on the 

flooding of floodplain areas and the river bed erosion. 

Abrasion is a result of the impact of channel flows destruction process. It is one of the factors that 

negatively affect the operation of the coast, various types of coastal structures and engineering 

equipment near river ports. The aquatic environment continuous movement leads to irreversible 

consequences, for example, to changes in the bottom topography, which occurs as a result of bottom 

sediments rise and transfer. Thus, the task of protecting the river systems coast infrastructure is 

important and urgent. It is necessary to build port and berthing facilities for the needs of the population 

of most settlements located on the banks of rivers. The construction and installation of coastal protection 

structures is an expensive and technically complex undertaking. One of the effective tools for analyzing 

and predicting the state of river systems is numerical modeling, which includes algorithms and programs 

development [3]. An important problem related to the river systems ecology is forecasting the spread of 

pollutants in the air and water environments. 
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The conducted research considers individual phenomena and does not cover them in a complex in 

the field of mathematical modeling of the processes of movement of pollutants in river systems, as well 

as in the development of numerical methods for solving problems [4-6]. It is necessary to develop and 

theoretically study new algorithms and programs for solving model problems, including the equations 

of aero- and hydrodynamics, satisfying the basic laws of conservation of matter, taking into account the 

multicomponent nature of the medium [7-8]. 

Currently, there is no universal method for constructing optimal three-dimensional computational 

grids [9]. Methods for constructing 3D unstructured grids for solving problems with discontinuous 

coefficients are described in detail in [10-12]. In [13-15], it was proposed to use the grid-characteristic 

method to solve this class of problems. 

Since the tasks under consideration are complex and require large computing power, it is much more 

efficient to use parallel algorithms to perform calculations in the case of using a large amount of data. 

One of the ways to parallelize computations is to use CUDA technology, which allows to implement 

computations on a graphics accelerator. 

2. Discrete mathematical model 

The transfer problem is considered, it can be represented by the diffusion-convection equation [16]: 

( ) ( )t x y x x y yс uc vc c c f                (1) 

 

with boundary conditions: 
( , , ) ,n n nc x y t c        (2) 

 

where u,v are the components of the velocity vector, μ is the turbulent exchange coefficient, f is the 

function describing the intensity and distribution of sources. 

The calculated area is inscribed in a rectangle. For the discrete mathematical model numerical 

implementation of the problem, a uniform grid is introduced [17]: 
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where   is the time step; xh , yh  are space steps; ,x yl l  are the computational domain characteristic 

dimensions; Nx , Ny are boundaries in space; Nt  is the upper time limit. 

To approximate Eq. (1) in the time coordinate, we use schemes with weights 

  
ˆ

( ) ( )x y x x y y

c c
uc vc c c f

            


                                          (4) 

 

where ˆ,c c  are the values of the unknown function on n  and 1n  time layers;

ˆ (1 ) , [0,1]c c c       is the weight of the scheme.  

Discrete analogs of the convective and diffusion transfer operators in the case of partial fullness of 

the computational cells take the form: 
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 (5) 

 

where , 0..4iq i   are the control volumes fullness coefficients [2].  

Discrete analogue (5) of equation (1) describes not only the change in the impurity concentration due 

to boundary sources, but also the complex geometry of the computational domain. 

3. Development of algorithms for solving the transfer problem based on CPU and GPU 

Parallel algorithm that implements the transfer problem (1), (2) based on a graphics accelerator controlled 

by the CUDA system [18] is presented in this paper, the results of the algorithm are compared with the 

classical implementation on the CPU. The data on the computational grids and the running time of the 

software components are presented in tables 1 and 2. 

 

Table 1. Results of the CUDA algorithm 

№  1 2 3 4 5 6 7 8 9 

Nx 10 20 50 100 200 500 1000 1000 1000 

Ny 10 20 50 100 200 500 1000 1000 1000 

T 1 2 5 10 50 50 100 500 1000 

Time (sec) 0,065 0,072 0,102 0,092 0,412 1,570 10,957 79,292 134,51 

 

Table 2. Results of the CPU algorithm  

№  1 2 3 4 5 6 7 8 9 

Nx 10 20 50 100 200 500 1000 1000 1000 

Ny 10 20 50 100 200 500 1000 1000 1000 

T 1 2 5 10 50 50 100 500 1000 

Time (sec) 0,002 0,004 0,02 0,15 4,22 37,78 273,05 1413,97 2721,85 

 

Figure 1 shows the operation time dependence graph on the grid size for evaluating the algorithms on 

the CPU and GPU operation. Similar graph using a logarithmic scale is shown for clarity. Numbers 1-9 

mark the computational experiments on the abscissa axis, carried out on various computational grids 

described earlier in tables 1 and 2. The operating times of the software components for the CPU and GPU 

are marked on the ordinate axis in seconds. 

CUDA is ineffective for small grids (up to 100x100 computational nodes), according to figure 1. CPU 

reaches its maximum acceleration on 100x100 computational nodes, according to table 2, which allows 

the GPU to be used where the CPU is not so good. Using CUDA reduces the computation time by an 

order of magnitude in the case of large grids (1000x1000 computational nodes). The maximum value of 

the ratio of the running time of the algorithm that implements the set task of transferring matter in a 
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shallow reservoir on a graphics accelerator (GPU) to the running time of a similar algorithm on the central 

processing unit (CPU) was 24.92, which is achieved on a 1000x1000 grid size. 

 

 

Figure 1. Software components operating time based on CPU and GPU  

4. Software implementation 

When solving the problem of transferring substances (1), (2), when the input data of the source function 

is selected using the developed software package, an image of the contour graph representing the source 

function appears on the right panel. When all the necessary parameters are loaded and the «START» 

button is pressed, the calculation of the assigned task begins, as evidenced by the entry in the table of 

running tasks. Figure 2 shows the information about the launched task. 

 

 

Figure 2. Displaying task status 
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It is possible to suspend a task after it has started. In this case, the calculator will save the state in the 

storage and it will be possible to resume the task later. Figure 3 shows the panel's response to pressing the 

«Pause» button. 

 

 

Figure 3. Task in the «Pause»  status 

After the task has been suspended, it is possible to continue the work of the software component by 

pressing the «Resume» button. Figure 4 shows the result of pressing the button. 

 

 

Figure 4. Resumed task  
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The next stage is waiting for the completion of the program component and viewing the results. When 

the task is completed, the status changes to «Completed». Figure 5 shows еhe completed task. 

 

 

Figure 5. Completed task  

When you click the «View» button, window with the result view of the program module in a graphical 

representation opens, and download the result as a text file. Figure 6 shows the result of clicking «View» 

button. 

 

 

Figure 6. The algorithm result  
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The «Save as file» button allows you to load a file with the results of calculations. Table 1 shows the 

contents of the loaded file. 

Table 1. The result file content 

 

 

The main functions of the developed software package, the functions of starting the calculation of 

the problem, viewing the results are tested in operation. The developed software is efficient, as 

evidenced by test calculations. 

5. Conclusions 

Much attention is paid to the study of transfer processes in practice. The processes taking place on the 

coastal areas with the adjacent water area often lead to a change in the shape of the bottom and the 

coastline. During the movement of sediments, three stages can be distinguished: the involvement of 

sediments from bottom sediments into movement, the movement of sediments, and the transition of 

moving sediments into bottom sediments. Building a general model of the movement of matter is a 

complex process. First, the individual process components are simulated. Then several models are 

combined into one. 

In this work, software package focused on a graphics accelerator was implemented. The complex 

makes it possible to calculate the transfer problem in a shallow water body on various computational 

grids. The parallel algorithm implemented in the software package, oriented to the graphics accelerator, 

can significantly reduce the operating time of the software package with a large amount of input data. 

The presented complex is a distributed system with centralized control. It can be used to study aquatic 

ecosystems, assess the technogenic impact on them. 
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Abstract. Analysis of the existing methods and tools for predictive modeling of hydrodynamics 

suggests the need to develop discrete analogs of the constructed models that have the properties 

of conservatism, stability and convergence, as well as algorithms for their solution, providing an 

increase in the accuracy of predictive modeling. In this work, a continuous three-dimensional 

mathematical model of the hydrodynamics of shallow water bodies is considered, and its 

discretization is carried out. To solve the problem of hydrodynamics, the method of correction 

to pressure in the case of variable density was used. When constructing discrete mathematical 

models of hydrodynamics, the filling of the control cells was taken into account, which made it 

possible to increase the real accuracy of the solution in the case of a complex geometry of the 

investigated area by improving the approximation of the boundary. The preservation of the flow 

at the discrete level of the developed hydrodynamic model, as well as the absence of non-

conservative dissipative terms obtained as a result of the discretization of the system of 

equations, is proved.  

1. Statement of 3D wave hydrodynamics problem  

3В mathematical model of the wave hydrodynamics of a shallow water body includes [6-8]: 

‒ equations of motion (Navier-Stokes):  

     
1

t x y z x x y zx zy
u uu vu wu p u u u  



               , 

     
1

t x y z y x y zx zy
v uv vv wv p v v v  



               , (1) 

     
1

t x y z z x y zx zy
w uw vw ww p w w w g  



                ; 

‒ continuity equation: 

      0,t x y z
u v w   
        (2) 
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where  , ,u v wV  is the water flow of shallow water body velocity vector;  is the aquatic environment 

density ; p is the hydrodynamic pressure; g is the gravitational acceleration; , are turbulent exchange 

coefficients in the horizontal and vertical directions; n  is the normal vector to the surface describing 

the boundary of the computational domain.  

Add boundary conditions to system (1)-(2): 

‒ entrance (left border): 0 , 0,p nV V  

‒ bottom border:   , 0, 0,p     n nn
V V   

‒ lateral border:   0, 0, 0,p   n nn
V V  

‒ upper border:   , / g, 0,tw p p         nn
V         (3) 

‒ surface of the structure:   , 0, 0,w p     nn
V   

where  is the liquid evaporation intensity, ,nV V  are the velocity vector normal and tangential 

component,  , ,x y z    is the tangential stress vector [1-3]. a sCd w w  is the tangential stress 

vector for free surface, 0,0026sCd  , w  is the wind velocity relative to water, ρa is the atmosphere 

density, sCd  is the dimensionless surface resistance coefficient, which depends on wind speed [4]. 

bCd V V is the tangential stress vector for the bottom, which takes into account the water 

movement, 2 1/3/bCd gk h , where 0.04k   is the group roughness coefficient, considered in the range 

of 0.025 – 0.2; h=H+η is the water area depth, [m]; H is the undisturbed surface depth, [m]; η is the free 

surface elevation relative to the sea level, [m]. 

The following approximation allows to build non-uniform in depth vertical turbulent exchange 

coefficient on the basis of measured water flow velocity pulsations [5]:  

2 2

2 2 1
,

2
s

U V
C

z z


    
     

    
 (4) 

where 
sC is the dimensionless empirical constant;  is the characteristic grid scale; ,U V  are the time-

averaged ripple water flow velocity components in the horizontal direction. 

2. Discrete hydrodynamics model  

The computational domain inscribed in a parallelepiped. For the numerical realization of the discrete 

mathematical model of the hydrodynamic problem posed, a uniform grid is introduced: 

 , , , ;n

h i x j y k zw t n x ih y jh z kh     0.. , 0.. , 0.. , 0.. ;t x y zn N i N j N k N     

, , ,t x x x y y y z z zN T N h l N h l N h l     ,
 

where  is the time step, ,   are space steps,  is the time layers number,  is the upper bound 

on the time coordinate, ,   are the nodes number by spatial coordinates, ,   are the 

boundaries along the parallelepiped in the direction of the axes ,  and  accordingly. 

The variant of the correction to pressure method in the case of a variable density was used to solve 

the hydrodynamic problem [6-8]: 

     x y z x y zx zy

u u
uu vu wu u u u  



  
           , 

 xh
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     x y z x y zx zy

v v
uv vv wv v v v  



  
           , 

      ,x y z x y zx zy

w w
uw vw ww w w w g  



  
             (5) 

     
2

ˆˆ ˆˆ yx z
xx yy zz

vu w
p p p

  

   

 


        , 

ˆ ˆ ˆ1 1 1
ˆ ˆ ˆ, , ,x y z

u u v v w w
p p p

     

  
         

where  , ,V u v w  are the velocity vector components,  ˆ ˆ ˆ, ,u v w , , ,u v w  are the velocity vector fields 

components on the «new» and intermediate time layers, respectively,   / 2u u u  , ̂ and   are the 

aqueous medium density distribution on the new and previous time layers, respectively. 

Through 
, ,i j ko marked the volume of fluid (VOF) of the cell ( , , )i j k  [9-10]. VOF is determined by 

the pressure of the liquid column inside this cell. If the average pressure at the nodes that belong to the 

vertices of the cell in question is greater than the pressure of the liquid column inside the cell, then the 

cell is considered to be full  , , 1i j ko  . In the general case, VOF can be calculated by the following 

formula: 

, , 1, , , 1, 1, 1,

, ,
4

i j k i j k i j k i j k

i j k

z

p p p p
o

gh

     
 .  (6) 

We introduce the coefficients 
0q , 

1q , 
2q , 

3q , 
4q , 

5q , 
6q , describing VOF of regions located in the 

vicinity of the cell. The value 0q characterizes the VOF of the area  

0D : {  1 1,i ix x x  ,  1 1,j jy y y  ,  1 1,k kz z z  },  

1q  –  1 0 iD D x x   , 2q  –  2 0 iD D x x   , 3q  –  3 0 jD D y y   , 

4q  –  4 0 jD D y y   , 
5q  –  5 0 kD D z z   ,

6q  –  6 0 kD D z z   . 

The filled parts of the regions mD  will be called m , where 0..6m  . In accordance with this, the 

coefficients mq  can be calculated using the formulas: 
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In the case of boundary conditions of the third kind ( , , )n n nc x y t c    , the discrete analogues of 

the convective 
xuc  and diffusion  x x

c   transfer operators, taking into account the VOF, can be written 

in the following form [11, 12]: 

     1 1
0 1 1/2 2 1/2

2 2

i i i i
x i ii i i

x x

c c c c
q uc q u q u

h h

 
 

 
  , 
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           1 1
0 1 1/2 2 1/2 1 22 2

.i i i i x i x
x i i ii x i i i i

x x x

c c c c c
q c q q q q

h h h

 
    

 

       

Similarly, approximations for the remaining coordinate directions will be recorded. The error in 

approximating the mathematical model is equal to  2
h  , where 

2 2 2

x y zh h h h   . The 

conservation of the flow at the discrete level of the developed hydrodynamic model is proved, as well 

as the absence of non-conservative dissipative terms obtained as a result of discretization of the system 

of equations. A sufficient condition for the stability [13] and monotony of the developed model is 

determined on the basis of the maximum principle [14], with constraints on the step with respect to the 

spatial coordinates: 2 /xh u , 2 /yh v , 2 /zh w  or Re 2N , where Re /V l    is the 

Reynolds number [10], l  is the characteristic size of the region  max , ,x y zN N N N . Discrete analogs 

of the system of equations (5) are solved by an adaptive modified alternating-triangular method of 

variational type [15]. 

3. 3D aquatic environment movement discrete model᾽s conservatism 

Let's check the 3D aquatic environment movement discrete model᾽s flow. Let's write down the grid 

equation for calculating the pressure: 

   1, , , , , , 1, ,

1 22 2, , , ,

ˆ ˆ ˆ ˆ
i j k i j k i j k i j k

i j k i j k
x x

p p p p
q q

h h

  
    , 1, , ,

3 2, ,

ˆ ˆ
i j k i j k

i j k
y

p p
q

h

 
  

     , , , 1, , , 1 , , , , , , 1

4 5 62 2 2, , , , , ,

ˆ ˆ ˆ ˆ ˆ ˆ
i j k i j k i j k i j k i j k i j k

i j k i j k i j k
y z z

p p p p p p
q q q

h h h

    
     (7)

 

          , , , , , ,

5 6 5 6 2, , , , , , , ,

ˆˆ
i j k i j k i j k

i j k i j k i j k i j k
z z

p p
q q H q q

h g h



 

 
     

 
 

 
       1 2, , , , , , 1/2, , , , 1/2, ,

0 2, ,

ˆ ˆˆ
i j k i j k i j k i j k i j k i j k

i j k
x

q u q u
q

h

  

 

 


    

       3 4, , , 1/2, , , , 1/2,
ˆ ˆ

i j k i j k i j k i j k

y

q v q v

h

 



 


 
       5 6, , , , 1/2 , , , , 1/2

ˆ ˆ
i j k i j k i j k i j k

z

q v q v

h

 



 


  

   
 

   
 

2 1 4 3, , , , , , , ,

, ,, , , ,
ˆ ˆi j k i j k i j k i j k

i j ki j k i j k
x y

q q q q
u v m

h h
 

 

   
  
 
 

, 

where    1, , 1, , , , , ,1/2, ,
ˆ ˆ ˆ 2i j k i j k i j k i j ki j k
u u u   

  , p  is the pressure excess over the hydrostatic pressure 

of the undisturbed liquid;   is the liquid evaporation intensity; , ,i j km  is the boundary condition mask. 

Let sum up equation (7) over the domain D:  1, 1 ,xi N   1, 1 , 1, 1y zj N k N      : 

     1, , , , , , 1, , , 1, , ,

1 2 32 2 2, , , , , ,

ˆ ˆ ˆ ˆ ˆ ˆ
i j k i j k i j k i j k i j k i j k

i j k i j k i j k
D D Dx x y

p p p p p p
q q q

h h h

    
                  (8) 
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     , , , 1, , , 1 , , , , , , 1

4 5 62 2 2, , , , , ,

ˆ ˆ ˆ ˆ ˆ ˆ
i j k i j k i j k i j k i j k i j k

i j k i j k i j k
D D Dy z z

p p p p p p
q q q

h h h

    
     

 

          , , , , , ,

5 6 5 6 2, , , , , , , ,

ˆˆ
i j k i j k i j k

i j k i j k i j k i j k
D z z

p p
q q H q q

h g h



 

 
     

 
  

 
       1 2, , , , , , 1/2, , , , 1/2, ,

0 2, ,

ˆ ˆˆ
i j k i j k i j k i j k i j k i j k

i j k
D D x

q u q u
q

h

  

 

 


     

       3 4, , , 1/2, , , , 1/2,
ˆ ˆ

i j k i j k i j k i j k

D y

q v q v

h

 



 



       5 6, , , , 1/2 , , , , 1/2

ˆ ˆ
i j k i j k i j k i j k

D z

q v q v

h

 



 


   

   
 

   
 

2 1 4 3, , , , , , , ,

, ,, , , ,
ˆ ˆi j k i j k i j k i j k

i j ki j k i j k
D x y

q q q q
u v m

h h
 

 

   
  

 
 

 . 

Let's carry out the following transformations: 

 
 

 
 

 
 

1, , , , , , 1, , 1, , , ,

1 2 12 2 2, , , , , ,
1, 1 1, 1 1, 1

ˆ ˆ ˆ ˆ ˆ ˆ

x x x

i j k i j k i j k i j k i j k i j k

i j k i j k i j k
i N i N i Nx x x

p p p p p p
q q q

h h h

  

     

  
        (9) 

 
 

 
 

 
 

1, , , , 1, , , , 1, , , ,

2 1 12 2 21, , , , , ,
0, 2 1, 1 0, 2

ˆ ˆ ˆ ˆ ˆ ˆ

x x x

i j k i j k i j k i j k i j k i j k

i j k i j k i j k
i N i N i Nx x x

p p p p p p
q q q

h h h

  


     

  
       

   1, , , , 1, , , ,

1 12 2, , , ,

1 0

ˆ ˆ ˆ ˆ
0

x

i j k i j k i j k i j k

i j k i j k
x xi N i

p p p p
q q

h h

 

  

    
     
   

 because  1 , ,
0

i j k
q  , at 0, 1xi N  . 

Let show similarly that the following expressions vanish: 

   , 1, , , , , , 1,

3 42 2, , , ,

ˆ ˆ ˆ ˆ
0

i j k i j k i j k i j k

i j k i j k
D Dy y

p p p p
q q

h h

  
   , 

   , , 1 , , , , , , 1

5 62 2, , , ,

ˆ ˆ ˆ ˆ
0

i j k i j k i j k i j k

i j k i j k
D Dz z

p p p p
q q

h h

  
   . 

Transform the expression: 

       

 

   

 

1 2 1, , 1/2, , , , 1/2, , , , 1/2, ,

1, 1 1, 1

ˆ ˆ ˆ

x x

i j k i j k i j k i j k i j k i j k

i N i Nx x

q u q u q u

h h

  

 

  

   


    (10) 

   

 

   

 

   

 

2 1 2, , 1/2, , , , 1/2, , 1, , 1/2, ,

1, 1 1, 1 0, 2

ˆ ˆ ˆ

x x x

i j k i j k i j k i j k i j k i j k

i N i N i Nx x x

q u q u q u

h h h

  

  

   

     

       

   

 

   

 

   

 

1 2 1, , 1/2, , 1, , 1/2, , , , 1/2, ,

1, 1 0, 2 1, 1

ˆ ˆ ˆ

x x x

i j k i j k i j k i j k i j k i j k

i N i N i Nx x x

q u q u q u

h h h

  

  

   

     

       

   

 

       1 1 1, , 1/2, , , , 1/2, , , , 1/2, ,

0, 2 1 0

ˆ ˆ ˆ
0

x x

i j k i j k i j k i j k i j k i j k

i N i N ix x x

q u q u q u

h h h

  

  

  

    

      . 
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Let show similarly that the following expressions vanish: 

       3 4, , , 1/2, , , , 1/2,
ˆ ˆ

0
i j k i j k i j k i j k

D y

q v q v

h

 



 


 , 
       5 6, , , , 1/2 , , , , 1/2

ˆ ˆ
0

i j k i j k i j k i j k

D z

q v q v

h

 



 


 . 

Taking into account (9), (10), we write down the transformed expression (8):  

          , , , , , ,

5 6 5 6 2, , , , , , , ,

ˆˆ
i j k i j k i j k

i j k i j k i j k i j k
D z z

p p
q q H q q

h g h



 

 
    

 
  (11) 

   
 

   
 

2 1 4 3, , , , , , , ,

, ,, , , ,
ˆ ˆi j k i j k i j k i j k

i j ki j k i j k
D x y

q q q q
u v m

h h
 

 

   
  

 
 

   , , , ,

0 2, ,

ˆ
i j k i j k

i j k
D

q
 




 . 

Expression (11) can be written as follows:  

          , , , ,

5 6 5 6, , , , , , , ,

ˆ
i j k i j k

i j k i j k i j k i j k
D z

p p
q q H q q

h g

 
   

 
  

          , ,

5 6 5 6, , , , , , , ,

ˆ
i j k

i j k i j k i j k i j k
D z

q q H q q
h

 
     

 
          (12) 

   
 

   
 

2 1 4 3, , , , , , , ,

, ,, , , ,
ˆ ˆi j k i j k i j k i j k

i j ki j k i j k
D x y

q q q q
u v m

h h
 

   
   

 
 

   , , , ,

0 , ,

ˆ
i j k i j k

i j k
D

q
 




 . 

4. Conclusions 

It can be concluded that pressure is responsible for maintaining the amount of matter. The conservation 

of the flow, that is, the absence of non-physical sources, is also proved by a discrete mathematical model 

of the movement of the water medium. At the outlet boundary, the flow depends on: flow at the inlet 

boundary, level rise, evaporation and compressibility of the aqueous medium. Summarizing the above, 

we note that, as a result of checking the basic balance relations for the diffusion-convection problem, it 

was found that the diffusion operator is conservative, and the convection operator is conservative when 

the condition of incompressibility of the aqueous medium is satisfied. 
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Abstract. An urgent issue is to obtain optimal control laws for nonlinear dynamic objects. The 

article presents a numerical algorithm to control stabilization of the angular velocities of 

spacecraft with various axial moments of inertia based on optimization with respect to the 

Krasovsky functional using the predictive model method. The simulation results are presented. 

The character of the curves of angular velocity dynamics and control moments obtained in the 

simulation corresponds to the curves of angular velocity dynamics and control moments obtained 

in the simulation of control using the analytical law for an axisymmetric spacecraft, which 

confirms the adequacy of the synthesized algorithm. 

1. Introduction 

Air and space crafts belong to nonlinear dynamic systems. Linear models for control of dynamic systems 

are used when changes in operating conditions are small. Thus, the use of linear models for the synthesis 

of a craft controls in real operating conditions leads to unacceptable errors in achieved control goals. 

Therefore, the problem of synthesizing the control laws for nonlinear objects is relevant and scientists 

pay constant attention to it, for example [1-6]. A large group of optimal control synthesis algorithms is 

based on the dynamic programming method [7], which application is limited by the need to solve the 

nonlinear functional Bellman equation in partial derivatives [8]. 

The difficulties of synthesis based on the method of dynamic programming with minimization of 

classical functionals [9] can be avoided using nonclassical semidefinite functionals (functionals of 

“generalized work”) presented in the works of Academician N.N. Krasovsky [10, 13]. The 

semidefiniteness of the functionals of the generalized work is due to the fact that it contains an unknown 

optimal control, which is determined during the synthesis. 

Set of papers [6, 14, 15, 16, 17, 18, 19] presents a solution to the problem of synthesizing the optimal 

control of angular movement of an axisymmetric craft based on the Krasovsky functional using the 

predictive model method. A positive feature of the algorithms presented in these works is the analytical 

form of the control laws. This form of synthesized algorithms is obtained by means of analytical 

solutions to the fundamental matrix and to the free motion of an axisymmetric craft. 

But many crafts have a shape differ from axisymmetric. Therefore, it is important to obtain the 

optimal control law for a non-axisymmetric craft. 

This paper presents the results of synthesis and modeling the optimal control law for a non-

axisymmetric spacecraft. 
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To synthesize the stabilization law, it is convenient to represent the craft in the form of a rigid body 

with the corresponding axial moments of inertia. The dynamics of the rotational motion of a rigid body 

is described by the following equations [11]: 

 

 

 

1 1

2

3 1 2

(0)
0

(0)
0

(0)
0

1 2 3 1 1

2 1 3 2 2 2

3 3 3 3

ω A ω ω u ,             ω t ω ,
t

ω A ω ω u ,             ω t ω ,
t

ω A ω ω u ,             ω t ω ,
t

  


  


  


   (1) 

where 1 ( ) /yy zz xxA I I I  , 2 ( ) /zz xx yyA I I I  , 3 ( ) /xx yy zzA I I I   are the reduced moments of inertia with 

respect to the corresponding axes, , , ,xx yy zzI I I  are the moments of inertia with respect to the axes  

, ,x y z ; 
1 2 3, ,    are the angular velocities; 

1 2 3, ,u u u  are the reduced control moments constituting 

vectors  and u  respectively. 

According to [14], for the Krasovsky functional 

 
1 1

0 0

1 11
Ψ )

2

T T
00

t t

J ( dt dt

t t

     u K u u K uω    (2) 

the corresponding optimal control from the predictive model method is determined by the formula: 

     
1
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 u K G ω Qω ω
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 (3) 

where Ψ )  T(  Qω ω ω ; ,Q K   are the positive definite diagonal weight matrices; G(s, t) is the 

fundamental matrix determined on the free motions of system (1) from the equation 

1 0 0
 ( ) 

*  ( ), ( ) 0 1 0
  

0 0 1
s t

s,t
s,t s,t

s 

 
 

   
 
 





G
F G G ; (4) 

 1 2 3( ) ω ω ω
T

m m m ms ,  ,  ω is the vector of free motion, determined from the motion equations of 

system (5) with zero right-hand side: 
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

  


 (5) 

The Jacobi matrix F for system (5) can be defined by the following expression: 

0 1 1

2 0 2

3 3 0

3 2

3 1

2 1

A ω A ω

F A ω A ω

A ω A ω

  
 

  
   

 (6) 
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The matrix equation (4) is a system of 9 first-order differential equations: 

1311 12
3 21 2 31 3 22 2 33 3 23 2 33

2321 22
3 11 1 31 3 12 1 32 3 13 1 33

31 32 33
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3 3 , 3 3 , 3
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A G A G A G A G A G A G

s s s

G G G
A G A G A G A G A

s s s
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        
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 
     
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  
       

  

     

     

    2 13 1 233 ,G A G 

(7)

 Numerical integration of systems for the fundamental matrix (7) and for the free motion (5) are the 

basis for calculating controls in accordance with expression (3).  

It should be noted that the matrix (7) for an axisymmetric craft “splits” into three independent systems 

of differential equations, for which analytical solutions are found in [14]. 

 

2. Simulation modeling 

To check the adequacy of the synthesized algorithm, we carry out calculations for an axisymmetric 

spacecraft (A1=A2=1, A3=0) with initial velocities , , . The 

dynamics of angular velocities and control moments are shown in Fig. 1 and 2. 

 

 
 

Figure 1. Graphs of changes in angular velocities 

 

 
 

Figure 2. Graphs of changes in control action 
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3. Conclusion 

This paper presents a numerical algorithm for angular stabilization of a non-axisymmetric craft based 

on a predictive model along with the results of control modeling. The nature of the curves of the 

dynamics of angular velocities and control moments obtained by simulating the control using the 

synthesized algorithm corresponds to the curves of the dynamics of angular velocities and control 

moments obtained by simulating the control using the analytical law for an axisymmetric craft [14], 

which confirms the adequacy of the synthesized algorithm. 

Thus, the obtained numerical control algorithm can be implemented in a craft on-board computer to 

stabilize the angular velocities. 

 

The reported study was funded by RFBR, project number 18-08-01494 A. 
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Abstract. In this article, for the spectral expansion of periodic functions by means of a truncated 

segment of the Fourier series, the authors demonstrated options for their representation in the 

form of sets of coefficients and showed the relationship between the latter. On the basis of 

mathematical calculations, the authors have prepared an appropriate mechanism for organizing 

calculations, for which a number of linear matrix operations have been formed. The application 

of a new computing mechanism based on a discrete expansion of continuous periodic functions 

is demonstrated in detailing the problem of combinatorial optimization of the power distribution 

process, as well as the corresponding load model and target function. 

1. Introduction 

The world practice of spectral analysis and signal processing has developed quite a long time ago. It 

mainly relies on the use of discrete Fourier transform operators. Representation of periodic signals in 

the form of a set of Fourier coefficients is widely used in calculations in various subject areas [1, 2]. 

However, the need to develop new mechanisms for using the Fourier apparatus still remains [3, 4]. There 

is a need for solving the practical problem of optimizing the process of distributing electricity between 

single-phase consumers at the level of a transformer substation, and for detailing the corresponding load 

model and target function, in particular. It is important to note that the solution of the problem must be 

performed using binary optimization algorithms, operating in the search for solutions by variables in the 

form of discrete binary vectors. 

We propose a corresponding solution for consideration. Section 2 describes the mechanisms of the 

spectral expansion of continuous periodic functions and shows the corresponding variants of linear 

operations. Paragraph 3 presents the formulation of the problem of optimizing the power distribution 

process at the level of criteria and the developed data presentation. Section 4 shows the load and 

objective function models for the optimization problem, detailed using the mechanisms of discrete 

transformation of periodic functions. 

2. Discrete expansion of continuous periodic functions 

Let 𝑎 = 𝑥(𝑡) be a continuous periodic function with the main period 𝑇, that is 𝑎(𝑡 + 𝑇) = 𝑥(𝑡). A 

discrete expansion of a function 𝑥(𝑡) is its representation in the form: 

  𝑎𝑛(𝑡) = 𝑐1𝑒1(𝑡) + 𝑐2𝑒2(𝑡) + ⋯ +  𝑐𝑛𝑒𝑛(𝑡) + ⋯ = ∑ 𝑐𝑘𝑒𝑘(𝑡)∞
𝑘=1   (1) 

In the case when‖𝑎 − 𝑎𝑛‖ → 0, where the norm is defined by the equation 
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‖𝑎 − 𝑎𝑛‖ = ∫ (𝑎(𝑡) − 𝑎𝑛(𝑡))
2

𝑑𝑡
𝑇

0
, 

usually, on the right-hand side of equality (1) we are limited to a finite number n of terms of the series. 

The resulting truncated sum of a series of the form  

    𝑎̃(𝑡) = ∑ 𝑐𝑘𝑒𝑘(𝑡)𝑛
𝑘=1     (2) 

is taken as an approximation of the function 𝑎(𝑡), and the set of coefficients 𝑐̅ = (𝑐1, 𝑐2, … 𝑐𝑛) is called 

its spectrum over the set of functions{𝑒𝑘(𝑡)}𝑘=1
𝑛 . 

The most common spectral decomposition of periodic functions is their representation in the form of 

a truncated segment of the Fourier series [5, 6] of the form: 

  𝑎̃(𝑡) = 𝑎0 + ∑ 𝑎𝑘 sin 𝑘𝜔𝑡𝑛
𝑘=1 + ∑ 𝑎𝑛+𝑘 cos 𝑘𝜔𝑡𝑛

𝑘=1    (3) 

where 𝜔 = 2𝜋𝑓; 𝑓 =
1

𝑇
; 

𝑎0 = 1
𝑇⁄ ∫ 𝑥(𝑡)𝑑𝑡

𝑇

0

; 

𝑎𝑘 = 2
𝑇⁄ ∫ 𝑥(𝑡) sin 𝑘𝜔𝑡 𝑑𝑡

𝑇

0
;      (4) 

𝑎𝑛+𝑘 = 2
𝑇⁄ ∫ 𝑥(𝑡) cos 𝑘𝜔𝑡 𝑑𝑡

𝑇

0

; 

𝑘 = 1, 𝑛̅̅ ̅̅̅. 

wherein 𝑒1 = 1; 𝑒𝑘 = sin 𝑘𝜔𝑡; 𝑒𝑛+𝑘 = cos 𝑘𝜔𝑡. 
Spectral decomposition of the form (2) can be specified differently. Let us introduce a set of 

functions{𝑒𝑘(𝑡)}𝑘=1
𝑚 , the graphs of which are shown in Figure 1. 

 

Figure 1. Function graph 𝑒𝑘(𝑡) 

 

The functions 𝑒𝑘(𝑡) on the segment [0, 𝑇] are defined by equation 

𝑒1(𝑡) = {

ℎ − 𝑡

ℎ
, 𝑡 ∈ [0, ℎ];

    0,     𝑡 ∉ [0, ℎ],
 

𝑒𝑘(𝑡) = {

𝑡−(𝑘−1)ℎ

ℎ
, 𝑡 ∈ [(𝑘 − 1)ℎ, 𝑘ℎ];

(𝑘−1)ℎ−𝑡

ℎ
, 𝑡 ∈ [𝑘ℎ, (𝑘 + 1)ℎ],

 (5) 

𝑒𝑚(𝑡) = {

𝑡 − 𝑇 + ℎ

ℎ
, 𝑡 ∈ [𝑇 − ℎ, 𝑇];

        0,         𝑡 ∉ [𝑇 − ℎ, 𝑇],
 

where ℎ = 𝑇
(𝑚 − 1)⁄ . 

𝑒𝑘 

𝑒1 𝑒2 𝑒3 𝑒𝑚−1 𝑒𝑚 

𝑡 
ℎ ℎ(𝑚 − 1) 3ℎ    … 𝑇 2ℎ 0 
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For the system of functions (5), the segment (2) of the series can be represented as 

    𝑎̃(𝑡) = ∑ 𝑏𝑘𝑒𝑘(𝑡),𝑚
𝑘=1     (6) 

where 𝑏𝑘 = 𝑒𝑘(𝑡𝑘); 

𝑡𝑘 = (𝑘 − 1)ℎ; 

𝑘 = 1, 𝑚̅̅ ̅̅ ̅̅ . 

The operation of transition from a continuous function 𝑥(𝑡) to its scalar representation in the form 

of a segment of the Fourier series (3), which is specified by a set of values of the Fourier coefficients 

𝑎̅ = (𝑎0, 𝑎1, … 𝑎𝑛, 𝑎𝑛+1, … 𝑎2𝑛) in accordance with equation (4), will be denoted by 𝑆𝑓. In this case 

𝑆𝑓𝑥(𝑡) = 𝑎̅     (7) 

Similarly, the operation of transition from the function 𝑥(𝑡) to its expansion (6), which is formally 

specified by the set 𝑏̅ = (𝑏1, 𝑏2, … 𝑏𝑚), we will denote as 𝑆𝑑. In this case 

𝑆𝑑𝑥(𝑡) = 𝑏̅     (8) 

Spectral decomposition of representations (7), (8) is performed by linear operations.  

Indeed, if 𝑦(𝑡) is a periodic function with Fourier coefficients (4), (6) respectively equal to 𝑐̅ =
(𝑐0, 𝑐1, … 𝑐𝑛, 𝑐𝑛+1, … 𝑐2𝑛), 𝑑̅ = (𝑑1, 𝑑2, … 𝑑𝑚), then 

𝑆𝑓(𝑥(𝑡) + 𝑦(𝑡)) = 𝑎̅ + 𝑐̅;   𝑆𝑓(𝛼𝑥(𝑡)) = 𝛼𝑎̅; 

𝑆𝑑(𝑥(𝑡) + 𝑦(𝑡)) = 𝑏̅ + 𝑑̅;   𝑆𝑑(𝛼𝑥(𝑡)) = 𝛼𝑏̅; 

where 𝛼 is an arbitrary number. 

For a function of the form 𝑎̃(𝑡) of the form (3) the following also holds: 

1

2
∫ 𝑥̃2(𝑡)𝑑𝑡

𝑇

0
=  𝑎0

2 +
1

2
∑ (𝑎𝑘

2 + 𝑎𝑛+𝑘
2 )𝑛

𝑘=1  (9) 

It must be noted that the sets of coefficients 𝑎̅, 𝑏̅, corresponding to transformations (7), (8) are related 

to each other. Indeed, using the trapezoid formula 𝑥𝑘 = 𝑥((𝑘 − 1)ℎ) in finding integrals (4), we obtain: 

𝑎0 =
ℎ

2
(𝑥1 + 2𝑥2 + ⋯ + 2𝑥𝑚−1 + 𝑥𝑚) =

ℎ

2
(𝑏1 + 2𝑏2 + ⋯ + 2𝑏𝑚−1 + 𝑏𝑚); 

𝑎𝑘 = 2ℎ(𝑥2 sin 𝑘𝜔ℎ + 𝑥3 sin 2𝑘𝜔ℎ +. . . +𝑥𝑚−1 sin 2𝑘𝜔(𝑇 − ℎ)) = 

      = 2ℎ(𝑏2 sin 𝑘𝜔ℎ + 𝑏3 sin 2𝑘𝜔ℎ +. . . +𝑏𝑚−1 sin 2𝑘𝜔(𝑇 − ℎ));  (10) 

𝑎ℎ+𝑘 =
ℎ

2
(𝑥1 + 2𝑥2 cos 𝑘𝜔ℎ +. . . +2𝑥𝑚−1 cos 2𝑘𝜔(𝑇 − ℎ) + 𝑥𝑚) = 

      =
ℎ

2
(𝑏1 + 2𝑏2 cos 𝑘𝜔ℎ +. . . +2𝑏𝑚−1 cos 2𝑘𝜔(𝑇 − ℎ) + 𝑏𝑚). 

Similarly, the components of the vector 𝑏̅ are expressed through the components of the vector 𝑎̅. This 

follows formally from the congruence 

𝑥̃𝑖 = 𝑎0 + ∑ 𝑎𝑘 sin 𝑘𝜔𝑡𝑖
𝑛
𝑘=1 + ∑ 𝑎𝑛+𝑘 cos 𝑘𝜔𝑡𝑖

𝑛
𝑘=1    (11) 

where 𝑡𝑖 = (𝑖 − 1)ℎ; 

𝑖 = 1, 𝑚̅̅ ̅̅ ̅̅ . 

From formulas (10), (11) we obtain the equalities 

𝑆𝑓𝑥(𝑡) = 𝐴𝑓𝑏̅ = 𝐴𝑓𝑆𝑑𝑥(𝑡); 

152



 

 

 

 

 

 

𝑆𝑑𝑥(𝑡) = 𝐴𝑑𝑎̅ = 𝐴𝑑𝑆𝑓𝑥(𝑡); 

where matrices𝐴𝑓, 𝐴𝑑 are determined according to formulas (10), (11), respectively. 

 

3. Formulation of the optimization problem for electricity distribution process  

3.1. Optimization criteria 

The determining criteria for solving the problem of optimizing the process of electricity distribution  

[7, 8] are: 

1) equalization of the effective total for each of the three phases of the currents 𝐼𝐴, 𝐼𝐵, 𝐼𝐶 of all the 

loads connected to them; 

2) ensuring a decrease in the coefficients of nonlinear distortion of currents in the phases (Total 

Harmonic Distortion, THD [9, 10]), equal to 

𝐾𝑇𝐻𝐷 =
√𝐼2𝐸

2 +𝐼3𝐸
2 +...+𝐼𝑠𝐸

2

𝐼1𝐸

;   𝐸 = 𝐴; 𝐵; 𝐶,   (12) 

where 𝐼1𝐸
, 𝐼2𝐸

, 𝐼3𝐸
, 𝐼𝑠𝐸

 are first, second, third and 𝑠-th, accordingly, the harmonics of the effective total 

current in the E-th phase. 

3.2. Data representation 

Let there be p consumers in total, the instantaneous and effective values of the load currents of which 

are respectively equal 

𝑖𝑞(𝑡), 𝐼𝑞, 𝑞 = 1, 𝑝̅̅ ̅̅̅.     (13) 

To identify the connected consumers to each of the three phases 𝐴, 𝐵, 𝐶 we will use a binary vector 

𝑍 of dimension 3𝑝 of the form 

𝑍 = (𝑧1, 𝑧2, … 𝑧𝑝, 𝑧𝑝+1, … 𝑧2𝑝, 𝑧2𝑝+1, … 𝑧3𝑝).    (14) 

Vector 𝑍 has three segments of length 𝑝, corresponding to consumers and connection phases. For the 

j-го consumer, one of the values 𝑧𝑗, 𝑧𝑝+𝑗, 𝑧2𝑝+𝑗 is equal to one in the segment that corresponds to the 

connection phase. The rest of the values are zero. With this formalization, the phase currents are  

  𝑖𝐴(𝑡) = ∑ 𝑧𝑗
𝑝
𝑗=1 𝑖𝑗(𝑡);   

𝑖𝐵(𝑡) = ∑ 𝑧𝑗
2𝑝
𝑗=𝑝+1 𝑖𝑗(𝑡);    (15) 

  𝑖𝐶(𝑡) = ∑ 𝑧𝑗
3𝑝
𝑗=2𝑝+1 𝑖𝑗(𝑡). 

Factoring in the linearity of the operation 𝑆𝑓 we obtain from (15) 

     𝑆𝑓𝑖𝐴(𝑡) = ∑ 𝑧𝑗
𝑝
𝑗=1 𝑆𝑓𝑖𝑗(𝑡); 

𝑆𝑓𝑖𝐵(𝑡) = ∑ 𝑧𝑗
2𝑝
𝑗=𝑝+1 𝑆𝑓𝑖𝑗(𝑡);    (16) 

         𝑆𝑓𝑖𝐶(𝑡) = ∑ 𝑧𝑗
3𝑝
𝑗=2𝑝+1 𝑆𝑓𝑖𝑗(𝑡). 

It follows that the Fourier spectra of the phase currents are equal to the sum of the spectra connected 

to each of the phases of the load currents. This allows the objective functions to be expressed through 

the specified spectra of the harmonics of phase currents and variables 𝑧𝑗, 𝑗 = 1,3𝑝̅̅ ̅̅ ̅̅ , which must satisfy 

additional conditions: 

𝑧𝑗 + 𝑧𝑝+𝑗 + 𝑧2𝑝+𝑗 = 1, 𝑗 = 1, 𝑝̅̅ ̅̅̅    (17) 
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Limitations (17) express the fact that each of the loads can be connected to only one phase (line). 

Obviously: 

𝑧2𝑝+𝑗 = 1−(𝑧𝑗 + 𝑧𝑝+𝑗), 𝑗 = 1, 𝑝̅̅ ̅̅̅,    (18) 

which indicates the sufficiency of storing data on 𝑍 in the form of a vector of length 2𝑝: in the course 

of software data processing, it is necessary to store only 𝑧𝑗, 𝑧𝑝+𝑗, 𝑗 = 1, 𝑝̅̅ ̅̅̅, and the values 𝑧2𝑝+𝑗, 𝑗 = 1, 𝑝̅̅ ̅̅̅ 

can be uniquely determined based on formula (16). It is also worth noting that the described data 

presentation is very convenient for organizing calculations based on binary optimization algorithms. 

4. Proposed solution 

4.1. Detailing the load model 

For each of the three phases A, B and C, the load current is 

𝑖𝐸(𝑡), 𝐸 = 𝐴; 𝐵; 𝐶     (19) 

in accordance with (3) and (7) is uniquely determined by the set of values of the Fourier coefficients  

𝑎̅ = (𝑎0, 𝑎1, … 𝑎𝑛, 𝑎𝑛+1, … 𝑎2𝑛). 

Let's consider 𝑎0, 𝑎1, … 𝑎𝑛, 𝑎𝑛+1, … 𝑎2𝑛 as random variables. In this case 𝑖𝐸(𝑡) is a random process, 

and 𝑎̅ = (𝑎0, 𝑎1, … 𝑎𝑛, 𝑎𝑛+1, … 𝑎2𝑛) is a random vector. 

To build a specific load model (19), factoring in (15), it becomes necessary to preliminary estimate 

the statistical parameters of the distribution 𝑎0, 𝑎1, … 𝑎𝑛, 𝑎𝑛+1, … 𝑎2𝑛. The solution to the estimation 

problem assumes the presence of 𝛾 corresponding statistical observations, for which, using (3), a 

statistical sample of the form 

𝑎̅1 ↔ {𝑎01
, 𝑎11

, … 𝑎𝑛1
, 𝑎𝑛+11

, … 𝑎2𝑛1
}

…

𝑎̅𝛾 ↔ {𝑎0𝛾
, 𝑎1𝛾

, … 𝑎𝑛𝛾
, 𝑎𝑛+1𝛾

, … 𝑎2𝑛𝛾
}
.    (20) 

The statistical estimates obtained on the basis of (20) will make it possible to determine the 

parameters of the distribution functions: 

𝜂𝑘 = ℱ𝑘
𝑥(𝜁𝑘),   𝜁𝑘 ∈ [0; 1]    (21) 

for each of the 2𝑛 values. Naturally, the larger the value of statistical measurements 𝛾, the smaller the 

statistical error of parameter estimates (21) are. 

Thus, it is possible to generate random vectors: 

𝐴 ↔ {𝑎0, 𝑎1, … 𝑎𝑛, 𝑎𝑛+1, … 𝑎2𝑛},   (22) 

defining characteristics of load currents (13) for a given number p of individual consumers when 

constructing, according to the rules (14), a model of load current consumption (19), corresponding to a 

statistical sample (20). 

4.2. Detailing the objective function 

In the task of optimizing the electricity distribution process, the target function is determined based on 

3 criteria [11]: 

𝐹(𝑍, 𝐴) = 𝑐1 ∙ 𝑓1 + 𝑐2 ∙ 𝑓2 + 𝑐3 ∙ 𝑓3 → min,   (23) 

where 𝑐1,𝑐2,𝑐3 are criteria weights  (𝑐1 + 𝑐2 + 𝑐3 ≤ 1); 

𝑓1 is a criterion reflecting the level of asymmetry / uneven distribution of the effective values 

of currents in the phases (current Unbalance Factor, IUF [12, 13]); 

𝑓2 is a criterion reflecting the average estimate of the nonlinear distortion coefficients of 

currents in the phases (12); 

154



 

 

 

 

 

 

𝑓3 is a criterion reflecting the ratio of the number of required switchings of single-phase 

electricity consumers between phases to their total number. 

However, in practice, for the optimization algorithm to work, it is sufficient to use only two criteria 

out of three: 𝑓1 и 𝑓2. At the same time, it is logical to take the second criterion into restrictions and solve 

the problem in the following setting: 

𝑓1(𝑍, 𝐴) → 𝑚𝑖𝑛 

𝑓2,𝐸(𝑍, 𝐴) ≤ 𝐾𝑇𝐻𝐷𝑚𝑎𝑥, 𝐸 = 𝐴, 𝐵, 𝐶, 

where 𝐾𝑇𝐻𝐷𝑚𝑎𝑥 is the maximum permissible value of the harmonic distortion factor of currents in the 

phases, specified as a constant. 

Using the operation on (7), the phase currents (16) obtained for each of the three phases A, B, and C are 

determined by means of the corresponding sets of Fourier coefficients: 

𝑆𝑓𝑖𝐸(𝑡) = 𝑎𝐸̅̅ ̅ = (𝑎0𝐸
, 𝑎1𝐸

, … 𝑎𝑛𝐸
, 𝑎𝑛+1𝐸

, … 𝑎2𝑛𝐸
), 𝐸 = 𝐴; 𝐵; 𝐶.   (24) 

Then the𝑓1 values will be calculated based on the formula: 

𝑓1 =
𝐼𝐴

2+𝐼𝐵
2+𝐼𝐶

2

(𝐼𝐴 +𝐼𝐵 +𝐼𝐶 )
2, 

where, based on the formula for calculating the effective current value from the amplitude spectrum of 

its signal [14, 15] and by virtue of (3) and (24) 

𝐼𝐸 = √𝑎0𝐸

2 + ∑
𝑎𝑘𝐸

2

2
2𝑛
𝑘=0 ,   𝐸 = 𝐴; 𝐵; 𝐶, 

Calculations of 𝑓2 values will be performed according to formula (12), for which, due to (3) and (24) 

𝐼𝑘𝐸

2 = 𝑎𝑘𝐸

2 + 𝑎𝑛+𝑘𝐸

2 . 

5. Results 

Organization of calculations based on binary optimization algorithms requires discrete representation of 

variables in the appropriate format. The possibility of transition from continuous functions to their scalar 

representation is given by the Fourier transform. The paper exhibits variants of linear operations of such 

a transition as applied to a specific optimization problem from the field of electric power industry. It 

was found that with the described approach the Fourier spectra of the phase currents are equal to the 

sum of the spectra connected to each of the phases of the load currents. In turn, we were able to express 

the objective functions for the optimization problem through the spectra of the harmonics of the phase 

currents and the vector of binary variables that identify the connected consumers to each of the three 

phases. It has been shown that for the organization of computations it is necessary and sufficient to use 

a binary vector, the length of which is only twice the number of consumers. 

6. Discussion 

The described mechanism for organizing calculations is illustrated with examples, detailed models and 

objective functions in relation to the problem of optimizing the electricity distribution process. This 

mechanism corresponds to the rules for performing numerical calculations based on the discrete Fourier 

transform [16, 17] and expands the scope of their application. It is quite possible that this approach will 

be successfully applied to problems of another class, in which the processes occurring are also initially 

described by continuous periodic functions [18, 19, 20]. However, in each specific case, the expressions 

for the objective functions are likely to be different. The authors of the work provide an opportunity for 

other researchers to test the described mechanisms based on the Fourier transform for detailing their 

own models and target functions when solving optimization problems from other subject areas. 
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7. Conclusions 

This work provides variants of discrete expansion of continuous periodic functions and their 

representation in the form of sets of Fourier coefficients. There is an obvious relationship between these 

concepts, which was proven by the calculations. A corresponding mechanism for organizing 

calculations has been prepared, for which a number of linear matrix operations has been formed. 

The use of the presented computing mechanism based on the discrete expansion of continuous 

periodic functions made it possible to detail the problem of optimizing the process of power distribution 

between single-phase consumers at the level of a transformer substation in order to establish its effective 

solution through binary optimization algorithms. For this task, at the level of the linear matrix operations 

prepared by the authors, the corresponding load model and the goal function were also detailed. 
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Abstract. A method for intellectualization of measurement procedures based on step-by-step 

optimization procedure is developed. The procedure reduces the stochastic estimation problem 

to a number of deterministic problems. The goal of the first stage of optimization is the synthesis 

of adaptive mathematical model of the measuring process based on the combined maximum 

principle. In contrast to the known methods this ensures the constructiveness of its use at the 

next stages of optimization. The goal of the subsequent stages of optimization is to solve the 

estimation problem based on the regularization method of A.N. Tikhonov. The equations for the 

iterative measurement procedure are obtained. The structure of their state transition vector 

functions differs from the known equations structure. This procedure belongs to the category of 

intelligent measurement procedures, since it makes a targeted choice of the parameter estimation 

closest to the true value the under the conditions of structural uncertainty of the model of the 

studied object and of parametric uncertainty of the observation model. 

1. Introduction 

The modern development of digital technology consistently removes restrictions on the computing 

power of microprocessors. This fact allows us to speak of a wide intellectualization of measuring devices 

[1–4], which is based on the use of software-algorithmic capabilities to take into account a priori and 

actual data about the purposes and conditions of measurements. The relevance of the intellectualization 

of measurement algorithms appears in rather complex measurement problems. As an example, we can 

mention the problems to estimate the parameters of controlled processes based on the results of 

processing the measurement information, the problems to estimate the characteristics of a random 

process of changing the errors of measuring instruments based on the results of verification [5], and the 

problems to form group references using the Kalman algorithm, etc. 

In the general formulation the estimation problem turns out to be extremely difficult. Therefore, at 

the moment, various ways to simplify it are developed. For example, it leads for random Gaussian 

processes to the widely used the Kalman-Bucy filter (KBF) [6]. It gives good results in case of moderate 

nonlinearities and low noise levels. However, in practice, external actions often do not satisfy the 
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Markov property; as a result, the KBF rarely provides convergent high-precision estimates of the 

required parameters [7–9]. 

It is often possible to facilitate the analysis and synthesis of real stochastic systems using an approach 

that consists in reducing the estimation problem to a number of deterministic problems. Of course, this 

approach is not universal, but it plays a very important role in systems analysis, where it is called a step-

by-step synthesis procedure [10]. This is due to the fact that a wide class of problems is defined by those 

situations in which random disturbances are considered to be small with respect to regular unknown 

disturbances. This assumption allows to obtain approximations for the solution of the estimation 

problem as a solution to the problems of synthesis of optimal control, which imply determining controls 

that satisfy deterministic constraints and deliver an extremum to a given quality functional. 

The trajectory obtained in this way in the first stage of optimization is traditionally called the 

programmed trajectory, and the synthesized system is called the model adaptive to external disturbances. 

To avoid the need to solve a two-point boundary value problem, it is reasonable to consider the optimal 

control synthesis problem as an inverse problem of dynamics and to use the combined maximum 

principle (CMP) to solve it [5, 11–13]. The result of its application is a model of measuring processes, 

adaptive to external disturbances, which satisfies the Hamilton-Ostrogradskii variational principle [14]. 

This allows to resolve the contradiction between the complexity and the adequacy of the model. 

The subsequent stages of the proposed step-by-step optimization procedure consist in correcting 

deviations from the program trajectory arising because of random actions. Constructive solutions of 

such inverse ill-posed problems [15–17] use the idea of A.N. Tikhonov on the stabilization of deviations 

of the theoretical curve from the experimental using an auxiliary stabilizing functional and determining 

the regularization parameter based on the use of a variational selection method. 

Thus, the article discusses a variant of synthesizing the intelligent measuring procedure using the 

methodology of the CMP and the principle of regularization by A.N. Tikhonov. The “intelligence” of 

the procedure [2, 4] consists in the adaptation of the measuring process model based on the CMP [18] 

and in the iterative process to obtain the refined values of the regularization parameter using a priori and 

actual data about the characteristics of the measuring process. 

2. Formulation of the problem 

Let the equation of state of the process under study is written as the nonstrict Langevin equation [19] 

      , , , ,t t t x f x u g x ζ  (1) 

where 
2nRx  is the state vector; 

vRu  is the vector of disturbances;   2, ,  nt Rf x u  is the 

vector-function of state transition;  ,tg x  is the matrix function, dim 2n l g ; 
lRζ  is a random 

process of the white noise kind with known local characteristics: 

       T 1
0,    τ

2
t t t τ 

       M ζ M ζ ζ R δ , where  tδ  is the vector delta function; R  is the 

covariance matrix. 

The measurement equation has the form 

      , ,t t t y H x ξ  (2) 

where HR2n is a known vector function; ξ R2n is the vector of random actions on the 

measuring noise channel with known local characteristics: 

       T 1
0,    τ ,

2
t t t τ        ξM ξ M ξ ξ R δ  where 

R  is the covariance matrix; n,v,l are 

corresponding dimensions. 

It is assumed that the structure of the vector function  , ,tf x u  in model (1) is a priori unknown 

or changes in time due to the influence of external disturbances u. Then the task of synthesizing the 
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measurement procedure consists in constructing the vector function  , ,tf x u  with subsequent finding 

of the corresponding vector of state estimates 
2ˆ nRx  from the condition of the minimum of the loss 

functional: 

    0
ˆ ˆ ,

T
J M    

 
x x W x x y  (3) 

where  M    is the expectation operator; W   is the non-negative real weight matrix. The vector of 

estimates x̂  minimizes the loss functional 0J  and represents the conditional mathematical 

expectation ˆ .M   x x y  The estimate obtained from the minimum condition (3) corresponds to the 

estimate of the least squares method criterion in the case of the Gaussian probability 

      
1 1

0 0

11
ˆ ˆ( ) ( ), ( ) ( ),

2

t t
T

t t

J t t t t t t dt dt     ξy H x R y H x . (4) 

Along with probabilistic constraints and the requirements for the estimation system is subject to the 

deterministic requirements and constraints. In particular, uGu ; here uG  is a closed set of admissible 

disturbances, concertized in accordance with the specifics of the problem being solved. 

The decomposition of the problem of synthesis of the measuring procedure (1) is carried out based 

on the hypothesis of the smallness of random disturbances:  t ξ 0  [10]. Then instead of (1) we can 

consider the mathematical model 

  , , .tx f x u  (5) 

In this case, the vector function x  will no longer be a random process. 

Equation (5) is obtained basis on the procedure for expanding the state space from the Lagrange 

equation of the second kind [5, 15] 

 ,   ,  1, ,Qs

s s

d T T
Q G s n

dt q q

  
    

  
Q  (6) 

where T  is the kinetic energy of the system; sq  is the generalized coordinate; QG  is the closed set of 

admissible generalized forces Q . 

The hypothesis of the smallness of the perturbations does not affect the form of Eq. (2), which is 

represented by an additive convolution of the observed generalized coordinates and the Gaussian 

measurement noises. 

Since  t ξ 0  and by virtue of the procedure for expanding the state space, functional (3) takes 

the form [10] 

    
1

0

0
ˆ ˆ .

t
T

t

J dt   q q W q q
 (7) 

The inverse problem of dynamics is posed as follows: it is required to determine the vector of 

generalized forces  QGQ  as a function of the generalized coordinates and velocities, as well as the 

trajectory corresponding to the vector, providing minimum for (7) under constraints on the dynamics of 

the system following from the Hamilton-Ostrogradskii principle, which leads to (6). The solution to the 

inverse problem of dynamics determines the structure of the vector function  , ,tf x u . 

The goal of the subsequent optimization stages is to find the estimate  ˆ tx  from the condition of 

the minimum of the posterior probability density  p x y  when the time t  increases,  0 1,t t t . 
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Thus, the synthesis of measurement procedures requires to solve the particular optimization 

problems: 

- first, it is the synthesis of an adaptive mathematical model of the measuring process. Under 

conditions of a priori uncertainty about generalized forces, in order to avoid the two-point boundary 

value problem (TPBVP) [20], we propose to use the CMP to solve the inverse problem of dynamics (6), 

(7) [18]; 

- second, it is the solution of the estimation problem (1), (4) based on the regularization method of 

A.N. Tikhonov. 

3. The combined maximum principle 

The procedure for finding the minimum of the functional (7) must be carried out taking into account the 

constraints in the form of the differential equations (6) that follow from the Hamilton-Ostrogradskii 

principle. Then we have [5, 11–14] 

  
1

0

0 λ ,

t

t

J J T A dt    (9) 

where  is an indefinite Lagrange multiplier; A  is the work of generalized forces. 

The solution to such a problem is obtained based on the theorem of the combined maximum principle 

[11]: in order for the generalized force  Q  and the corresponding trajectory  ,q q  to provide a 

minimum to the extended functional (9) under constraints  QGQ , it is necessary and sufficient to 

fulfill the maximum condition for the function of the generalized power Ф of variables   2, nRq q  

    
1

ˆ ˆ, max λ , λ const.
Q

n

s ss s s s
G

s

Q W q q q




      
Q

q q   

From this with 
1

2

T
T  q Aq  the model adaptive to external disturbances can be presented in the 

following form [14]: 

  
ˆ ˆ1

ˆ ˆ ,
ˆ λ

s s
ss

s s s s s

ss s s ss

q q W
q q q F

a L q a
         

where A  is the matrix of constant coefficients of inertia ssa ; 
ˆ ˆ1

;
ˆ

s s

s

ss s s

q q
F

a L q
   

 -1 1 ˆλ
sss ss s sa W q q   ; sL  are constants [13]. 

The procedure for expanding the state space for the case of observing one coordinate leads to a first-

order vector differential equation: 

 
0( ) ( ( ), ) ( ), (0) ,  t t t t  x f x Gη x x  (10) 

where   1 2 ,
T

x xx  1 2,x q x q  ; we introduce the notation 
1 1

11b a L  ; 

 
1

1 22 2

1

( ( ), ) ,

x

t t x xb x x

x

 
 

  
  

f x f  is a function that is continuous together with its derivatives on the 

sets x10, x20, x10, x20, x10, x2=0; 
1 -1

11 ξ1

1 0

0 λa R

 
  
 

G  is the intensity of external 
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disturbances; 

 1 1

11 11 1 1

0
( )

ˆλ
t

a W x x 

 
  

 
η  are external disturbances that determine the adequacy of the 

constructed model (10). 

4. Regularization by A.N. Tikhonov 

By virtue of the continuity of the transition function ( , )tf x , the solutions of the equation (10) 

continuously depend on  tη  in accordance with the theorem on the continuous dependence of the 

solution of the differential equation on the parameters and the initial data. Therefore, the functional (4) 

on each solution of the system (10) continuously depends on  tη ,    J Jx η . It follows that the 

problem to determine the estimate  ˆ tx  that provides the minimum (4) is equivalent to the problem of 

determining    *   Jt 
η

η arg  min η . Such a problem, according to [17], is ill-posed and refers to 

problems of the optimal control type. To solve it, we use the regularization method of A.N. Tikhonov 

[17]. When implementing the method, it is enough to construct a minimizing sequence   n tη  

converging to  * tη . Let us consider the smoothing functional 

            
0

1
ˆJ J αΩ , Ω

2

t

s s ds   
α T

x,η x η η η η ,  

where   is a positive number. For a differentiable convex functional  ˆJ ,
x η , the minimum is 

determined from the stationarity condition: 

  ˆ  J , 0.grad  x η  (12) 

The expression for recording the gradient in expanded form can be represented as follows [4]: 

       1 ˆ J α , ( ), ,  

t T
T

s

grad s s s d 




        

H
η G N y H x x

x
, (13) 

where   ,T s G  is a fundamental matrix satisfying the homogeneous linear equation 

        , , , ,       ,
d

s s s
d




      

 

f
G x G G I

x
; I is the unity matrix, and the value of the 

derivative 



f

x
 are found on the solutions of the system 

         ˆ, ,    , ,    .
s

d
s t s

d



  
      



x
f x η x x  Using the stationarity condition (12), we 

write 

       1 1 ˆ* α , ( ), ,

t

s

s s s d 




       

T
T H

η G N y H x x
x

.  

5. Iterative Intelligent Measurement Procedure 

To determine the point ,   x η , we use the iteration method: 

  1 1
ˆα  J ,k K K k Kgrad 

  η η x η . (14) 
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To shorten formulae, we introduce the notation      1ˆ ˆ, , ,
T

T s  
      

H
B x G N y H x

x
. Then, 

taking into account (13), the expression (14) can be represented as follows: 

         
1

1 1 1 1

1

ˆ ˆ ˆ, , , ,   0, ,

t k
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k i i k k k
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s s d s s t


   



       η B x x f x η   

where 
k

i  is determined by the rule [4] 

2 2

1 1α 1 α  ...   1 α ,       1, .k

i i i K i k 
              

The equation for the k+1 approximation of the estimate 1
ˆ

kx  has the form 

     
1

1

1 1

1

ˆ ˆ ˆ, , .

t k
k

k k i i

is

s s d




 



     x f x B x  (15) 

To solve the estimation problem, Eq. (15) can be reduced to the form TPBVP 

 

1
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1 1 1 1 1
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ˆ ˆ ˆ( , ) ( ), ( ) ( ) ( , ( )),
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under the boundary conditions 
0 0

1 1 1
ˆ( ) 0,    (0)k k kt    η x x P η ; P0 is some matrix; 

     1ˆ ˆ, ,
ˆ

T

i is s s 
   

H
b x N y H x

x
. Problems of this kind are successfully solved by the R. 

Bellman method of “invariant immersion” [20]. Following the method [2, 4], we obtain the equations 

of the intelligent measuring procedure: 
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 (16) 

which differs from the known structure of the vector function f . 

The first pair of equations (16) is the extended Kalman filter with adaptation to external actions, and 

each subsequent estimation equation for k+1 uses the function y and 1
ˆ ˆ,...., kx x  as input parameters. 

All the equations are identical by form; therefore, the same calculation algorithm can be used to solve 

them all. The well-known residual criterion [18] can be used as the criterion for exit from the recursive 

calculation. 

6. Conclusion 

The analysis of the obtained equations allows to make the following conclusions. 

The reason to apply the proposed measuring procedure (16) arises when solving measuring problems 

under conditions of structural uncertainty of the model of the object under study and parametric 

uncertainty of the observation model, when it is required to increase the accuracy of the obtained 

estimates of the measured parameters from the results of indirect measurements.  
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The use of the criterion of minimum residual [18]  
2

1 1

0

1
ˆ( ) ( )

t

ii y s x s ds
t
      makes it possible 

to complete the process of step-by-step processing of measurement data, i.e. to determine the number of 

the most accurate estimate of the parameter under study using the ratio  arg min .
i

N i   This allows 

the resulting measurement procedure to be classified as “intelligent” [21, 22], or as carrying out a 

targeted selection of the measured parameter estimate that is the closest to the true value.  

The experience of solving the ill-posed problems [2, 4, 7, 11, 12] can be used when constructing the 

measuring procedures of similar type under various conditions of the measurement process in order to 

obtain either the most accurate and stable, or the most time-efficient estimation of the measured 

parameters by choosing the values 
0 1 2,    ,    .......   . This makes it possible to change the purpose 

of measurements, and hence the nature of the “intelligence” of the measurement procedure. 
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Abstract. The modeling and analysis of the metal removal process at centrifugal-rotational 

processing (CRP) of parts in an abrasive discrete medium are considered in this article. we have 

developed a three-dimensional statement about contact interaction, the interaction of a single 

abrasive particle with a flat surface of the part is considered. Finite element models of abrasive 

particle and workpieces were constructed in the  ANSYS package and Archard codes will be 

programmed to analyze the data. The relation between workpiece metal removal and parameters of 

contact interaction: pressure force, processing time, sliding speed — is researched, experiments were 

conducted on centrifugal-rotary setup and the dependence removal of metal from workpiece surface 

on the technological parameters was investigated. The dependences constructed in the work allow 

determining the rational value of parameters of the CRP when workpiece machining. Experimental 

results have been confirmed by simulation results. Through this research, the essential and important 

data-sheets will provide for the experiment works and real manufacturing. Hence, time and finance 

save a lot to achieving the desired surface quality. 

1. Introduction 

In mechanical engineering, grinding is used as the last step in surface treatment. It allows you to achieve 

the required accuracy, surface roughness and can be applied to materials with high strength, heat resistance 

and hardness [1]. Process optimization requires the development of models that improve the frictional 

interaction between abrasive particles and workpiece surfaces. To simulate the removal of metal from 

workpiece surface process, numerical methods have been developed, among which the finite element 

method (FEM) is the most general [2-5]. In [6], using the FEM, a thermostructural analysis was carried out 

and a forecast of the wear of the seal element was carried out. The work [7] is devoted to the creation of an 

efficient machine learning framework for local predictions of surface erosion by means of Gaussian 

processes. The results of real-time experimental measurements on metal removal due to sliding aluminum 

oxide particles are presented in [8].  

This article examines the process of interaction of an abrasive particle with the surface of the workpiece 

in the framework of the dynamic contact problem of the theory of elasticity. The interaction of an abrasive 
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grain element in the form of a truncated cone and the surface of a part is investigated. The action of an 

abrasive particle is modeled by the introduction of the base of a truncated cone of a smaller diameter into 

the surface of the part, taking into account dry friction and metal removal in the contact area. As parameters 

of the technological process, the size of the abrasive particles, the volume of the abrasive medium, the speed 

of rotation of the centrifuge, and the forces of interaction are considered. The depth of removal of metal 

from workpiece surface is investigated depending on these parameters. 

In this research, we use the following models and methods: 

(i)  The interaction of abrasive particles with the workpiece surface is considered within the dynamic 

problem of thermoplastic contact theory. 

(ii)  Archard model is used to model the material removal process in a dynamic contact problem 

(iii)  Theoretical problems are solved by the finite element method in Ansys 

(iv)  Experimental research of processing in centrifugal-rotary installation. 

 

2. Problem formulation 

The principle of the CRP process is shown in figure 1. The summary of the CRP method is that abrasive 

particles 3 and workpiece 4 are loaded into the working chamber and rotated about the vertical axis so that 

the entire mass of the load becomes a torus in which particles move along spiral paths.  

 

 
Figure 1. Centrifugal-rotary processing in abrasive medium 

1 is fixed cylindrical ring; 2 is rotor; 3 is abrasive particles; 4 is workpieces 

 

The toroidal helical flow is ensured through the design of the machine working chamber consisting of a 

fixed cylindrical ring 1 and a rotating bottom (rotor) 2 adjacent to it, having a common plate shape. 

Workpieces 4 are loaded into the working chamber  with abrasive particles 3. To reduce wear, the inner 

surfaces of the bottom and the fixed part of the working chamber are coated with a wear-resistant material. 

The contacting parts of the abrasive granules have the shape of truncated cones, a diagram with the 

construction of a three-dimensional model of the contact interaction of an abrasive particle with a part is 

shown in figure 2. 

Friction and removal of metals have been studied for a long time and their basis is presented in [9]. The 

processing process in the rotating chamber is described in the works of M.A. Tamarkin and his students and 

research on the features of this process are devoted to working [10, 11]. The interaction between the abrasive 

particle and the workpiece leads to wear and heating of the workpiece surface. Experiments and calculations 
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are presented in [12,13], it is known that the temperature in the processing area is not high and does not lead 

to changes in the surface layer structure of workpiece surface. Modeling and analysis of the material removal 

depth   from the workpiece surface in [14-18]. In this paper, research the contact interaction of an abrasive 

particle sliding on workpiece surface without taking into account heating. 

 

Figure 2. Model abrasive particles and workpiece  

 

2.1. Mathematical model 

The interaction of an abrasive particle with the workpiece surface is studied. The problem is formed in the 

framework of the dynamic contact problem of elastic theory, taking into account friction and metal removal 

in the contact area. The abrasive particle is simulated by a truncated cone, the smaller diameter part in 

contact with the workpiece surface. The abrasive particles are modeled by a truncated cone, in a smaller 

base in contact with workpiece surface. The abrasive particle is pressed onto workpiece surface by a vertical 

force and slides at a constant speed, modeled by a parallel rectangle that is much larger than the diameter of 

the contact point (figure. 3). 

 

 

Figure 3. Diagram workpiece and flat round stamp 

 

The problem is reduced to motion of a circular cone with constant speed 0v  in the positive direction 

of the axis, 1X ,  taking into account the friction forces arising under it. Due to this interaction, the strip 

material is removed, the Archard model is used [19] 

 

          (1)                                                  

 

 

 

where w is the displacement of contact surface points in the direction removal of metal; K is the metal 

removal coefficient; H is the material hardness; 
n

  is the contact pressure; v is the relative sliding speed; 
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b, q parameters characterizing the power-law dependence of the metal removal depth on the contact pressure 

and relative velocity. 

Tangential stresses on the contact surface are related to normal stresses according to Coulomb's law with 

a friction coefficient f . Abrasive particle 1 moves at a constant speed v along the workpiece surface. In a 

moving coordinate system (figure 3), wherein 
1 1X X vt  , , 2,3i iX X i   the complete equation 

following form 
2

, ,( ) 0i kk k ki iu u u             (2) 

where , are the Lame coefficients, i  is the displacement vector components 

The value of the force of abrasive particles on workpiece of the sliding process is related to the rotation 

speed of the setup   and is determined as follows: 

RmF 2       (3) 

where m is the mass of the abrasive particle, R is the machining radius (distance from the axis of rotation to 

the workpiece). 

The boundary conditions correspond to the effect of uniform pressure distribution P on the round surface 

of the abrasive particle (figure 4),  particle and workpiece in friction contact, the lower plane of the part is 

fixed, the remaining surfaces have no stress. 

 

 

Figure 4. Design contact interaction of the abrasive particles and workpiece 

Table 1 presents the parameters of the abrasive particles and workpiece. 

 

Table 1. Model parameters abrasive particles and workpiece 

№ 

 
Characteristic 

Material model 

workpiece (Steel) abrasive particles (Corundum) 

1 Young's modulus, Mpa 2 x 105 2 x 109 

2 Poisson's Ratio 0.28 0.3 

3 Material hardness (HB) 190 400 

4 Density, kg/m3 7850 4000 
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3. Finite Element Modeling in Ansys 

Method for solving the second boundary value problem, finite element method and ANSYS  are used, which 

implements the Archard metal removal model. Figure 5 shows the finite element mesh of a three-

dimensional model of workpiece and abrasive particle; in the contact area, the mesh is thickened. The final 

elements SOLID185. CONTA174 and TARG169 are used for contact surfaces, both models are constructed 

using the command TB, WEAR, and the material is assigned a unique identifier ID. Activation of the 

generalized Archard wear model is carried in the format 

TB,WEAR,MATID,,,ARCD, 

where: MATID  is the identification of the material associated with contact elements. 

Abrasive particle 1 sliding with a constant speed v along the workpiece surface 

 

 

 

Figure 5. Finite-element partitioning in contact problem. 1 is an abrasive particle, 2 is a workpiece 

4. Calculation removal of metal from the workpiece surface 

Calculations are made for an abrasive particle and workpiece, the material parameters are shown in table 1. 

The following mechanical properties and geometric parameters are used: metal removal rate 
61.06793 10K

d
  ; b=q=1.0; radius of the truncated cone 

1
2R mm  and 

2
4R mm , cone height 

1
2h mm ; workpiece height 

2
3h  mm, workpiece lenght 30L mm , workpiece width 5D mm ;  

friction coefficient 1.0f ; step 1t s .  

 

 
 

Figure 6. Distribution of removed metal (µm x 10-3): a- distribution of rates for metal removal 

from workpiece surface, b - dependence of the maximum rate of metal removal on time 
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Figure 6 shows the distribution of metal removal rate from workpiece surface when abrasive particles 

are pressed to the workpiece by vertical pressure 2
2.5 /Р N mm and slide with constant speed 25 / sv mm  

on the workpiece surface. 

Figure 7 shows the distributions of rates for metal removal from the workpiece surface depending on 

rotation speed, for the values of rotation speed equal to 5; 12; 16 and 20 rp/s. 

 

 

Figure 7. Distribution of  metal removal rate on rotational speed (µm x 10-3): 

a- 5 rp/s; b- 12 rp/s; c- 16 rp/s; d- 20 rp/s 
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Figure 8. The maximum of metal removal rate depending on the rotation speed 

Figure 9 shows the numerical results obtained by performing 4 different processing modes depending on 

the time. Notice that curves 1 and 2 are smooth curves and increase with time. When machining in this 

mode, the workpiece surface provides the best of metal removal rate and surface roughness. Curves 3 and 4 

show that metal removal values increase over time, but in these modes, instability has occurred, uncontrolled 

metal removal rate, causing high surface roughness, the authors of [20] noted similar results. 

 

  
Figure 9. The metal removal rate depending on time 

(Series1) 5 rp/s; (Series2) 12 rp/s; (Series3) 16 rp/s; (Series4) 20 rp/s. 
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Table 2 shows the dependence metal removal rate from the workpiece surface on the uniformly 

distributed pressure acting on the larger circle of the dead-end cone. 

 

Table 2. Dependence metal removal from the vertical force 

Vertical force F (N) 100 280 370 460 

Removal of metal 

from the workpiece 

surface (m x 10-3) 

0.287 1.03 1.37 1.75 

 

5. Experimental research on the CRP 

Research the process removal of metal from workpiece surface, we used steel 45 cylindrical samples of size 

 15х20 mm. 

The parameters of abrasive particles and workpieces are shown in Table 1. Also, 3 samples were 

processed, every 25 minutes, the processing is stopped, the samples are taken out of the chamber, washed, 

dried and weighed on the analytical balance. 

 

 
Figure 10.  a - workpiece, b - abrasive particles in experiments 

 

The following formula was used to convert to unit gam (g) between the numerical results and 

experimental modeling: 

    Vm        

where: m is the metal removal weight, V is the volume lost metal after the machining process  is the density. 

Figure 11 shows the comparison between numerical simulation results and experimental research metal 

removal rate of workpiece from the rotation speed. 
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Figure 11. Compare results of numerical models and experimental research 

Found that, the results obtained in experimental research are consistent with numerical simulation results. 

 

6. Conclusion 

In this research, the process of interaction of an abrasive particle moving at a constant speed with the surface 

of the workpiece is considered, taking into account the removal of metal in the contact area. The problem 

of contact interaction was solved in a three-dimensional setting. Finite element models of particles and 

workpiece were built in the ANSYS package. 

When modeling the metal removal process, only the metal removal of the workpiece was taken into 

account, the abrasive particles had not wear. Calculations of the metal removal depth for various parameters 

of the technological process are carried out, namely: on the processing time of the workpiece at different 

values of the angular velocity of the rotor of the installation, the dependence of the maximum metal removal 

depth of the workpiece is built depending on the angular velocity of the rotor. The distributions of metal 

removal over the surface of workpiece are calculated. The dependence of metal removal on the force applied 

to the abrasive particle is investigated. The dependencies constructed in the work make it possible to 

determine the rational values of the parameters of the CRP process of metal parts. 
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Abstract. The effects of different dehydration temperature (35, 50 and 70 °C) and carrot slice 

thickness (3, 6, and 9 mm), at the constant (hot) air speed and mass load, on moisture ratio (MR) 

and drying ratio (DR) in thin layer convective drying process were investigated. The 

mathematical models Modified Page, Logarithmic, and Two-term models (for MR), and Gauss 

Modified model (for DR) were the most appropriate. Based on the obtained results for the R2 and 

RSME, the optimal parameters for thin layer drying carrot slices in laboratory dehydrator are 

dehydration temperature 70 °C, and carrot slice thickness of 3 mm, with the shortest dehydration 

time of 4.5 hours and the maximum DR of 106.7 g/h. 

1. Introduction 

Carrot (Daucus carota L.) is an essential root vegetable, contains β-carotene and vitamin B complex, 

vitamins A, C and K, minerals K, Mg, P, Fe and Ca, and many aminoacids [1, 2, 3]. With a high level 

of phenolics, the color of the carrot shows variations, from ancient black to yellow/orange [4].  

 The dehydration process includes surface diffusion, liquid/vapor diffusion, and capillary diffusion 

within the porous region of the dehydrated material. The convective thin layer dehydration process, 

created by (hot) air fluctuation, is associated with simultaneous heat and mass transfer. Moisture diffuses 

toward the external surface from the solid sample; the vapor is transferred by convection and heat 

transfer by conduction [5]. Thin layer dehydration is a single layer drying process, which results in faster 

moisture evaporation, less nutrient loss, and more straightforward modeling. The predicted drying time 

of thin layer dehydration is determined by material type, (hot) airspeed, temperature, pressure, material 

thickness, relative humidity, the size and the shape of the material (sphere, cube, slice, etc.), total energy 

input, mass load and other parameters [5, 6, 7]. 

 Modeling of thin layer dehydration (drying) process of vegetables, such as carrot, allows us to 

determine the optimal drying conditions for the specific material and could be described by three groups 

of mathematical models based on their derivation [6, 8]. The most commonly used models are the semi 

theoretical and empirical models, while the third group was theoretical models [9]. Semi theoretical 

models are described within the dehydrating temperature, relative humidity, (hot) air speed, moisture 

content, material thickness, and size [10]. 

 In this study, the thin layer convective drying process of carrot slices with different thicknesses in a 

laboratory dryer has been investigated and mathematically modeled. 
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2. Materials and methods 

Thin layer dehydration was conducted in the dehydrator (Colossus CSS 5330 250W, PRC) at 

temperatures of 35, 50, and 70 °C at atmospheric pressure, to the constant weight. Carrot (collected in 

the village Striža, 35350 Paraćin, Pomoravlje, Serbia 43°49'57.7"N 21°23'20.3"E) slices with different 

thickness (3, 6, and 9 mm) were placed in a tray of 320-mm diameter with a mass load of 3 kgm−2 (240 

g per single tray), and an airspeed of 0,25 ms−1 [11, 12]. The moisture ratio (MR) is defined according 

to Eq. (1): 

                                 MR = 
Mt − Me

Mo − Me
                     (1) 

 Mt, Mo and Me are the moisture content achieved after dehydration time t, the initial moisture content, 

and the equilibrium moisture content, respectively. The value of equilibrium moisture content (Me) 

usually is deficient and can be deleted from Eq. (1) without a significant change in the amount of MR. 

The drying kinetic is a change in the total mass loss of fruits (Mi-1 – Mi) in the interval of time between 

two measurements (ti-1 – ti) on a particular tray during the convective drying process (drying ratio, DR) 

[11, 12]. 

DR = 
Mi-1 − Mi

ti-1 − ti
                      (2) 

Origin8 software was used when fitting basic convective drying models to the measured moisture 

ratios determined accordingly to the Eq. 1&2 [13]. Preliminary tests analyzed in this study proved that 

the best model (fitting) was obtained by many equation models (as given by Tab. 1-6). The best fitting 

of a specific model to the experimental data was evaluated using the coefficient of determination (R2), 

and the root means square error (RMSE). The model fit is better if the value of R2 is closer to 1, and the 

RMSE value is closer to 0 [11].  

 

3. Results and Discussion 

Thin layer drying kinetics (MR, DR) could be predicted by many mathematical models (Figure 1, Tables 

1-6). 

 

 
 

Figure 1. Effects of thin layer drying temperature and carrot slice thickness on the moisture (MR)  

and drying ratio (DR) 

 

 In the first (initial) stage of thin layer convective drying, it was noticed the fastest water removal, 

regardless of the dehydration temperature and carrot thickness (Figure 1). The second stage showed the 
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slower speed of water removal (MR curve was less steep) due to a significantly lower drying rate. All 

dehydration curves had the same shape, with different drying times to a constant mass. Dehydration 

time depended directly on the temperature of thin layer convective drying and carrot slice thickness. 

Thus the drying time was 12.5, 28, and 32 hours (35 °C), 8, 9.5, and 13 hours (50 °C), and 4.5, 8, and 

10.5 hours (70 °C) for the carrot slice thickness 3, 6, and 9 mm, respectively. If the temperature of the 

drying process was increased and the carrot slice thickness was decreased, the water diffusion from the 

interior towards the surface of the carrot slices was faster because the partial pressure of the water vapor 

on the surface of the carrot slices was increased as well. Increasing the temperature of thin layer 

dehydration at the constant thickness, the drying time was decreased, and DR was increased; increasing 

the carrot slice thickness at constant dehydration temperature, the drying time was increased, and DR 

was decreased. The maximum DR was achieved in the first two hours of the drying process, regardless 

of the temperature and carrot slice thickness, and at a temperature of 70 °C and a carrot slice thickness 

of 3 mm was maximum 106.7 g/h.     

 All mathematical models for MR and DR were found as an appropriate model for the thin layer 

dehydration process. According to the R2 and RSME, Modified Page, Logarithmic, and Two-term were 

selected as the best mathematical models for describing the MR (Tables 1-3) and Gauss Modified as the 

best mathematical model for describing the DR (Tables 4-6). Similar models were used to predict the 

drying behavior of different carrot materials (slices, pomace, etc.) [14, 15, 16]. Increasing the 

temperature and carrot slice thickness, drying constants: 

 k, a, b will be decreased, except b which will be raised at temperature 35 °C in Modified Page 

model for MR 

 a, b will be increased, and c, d will be reduced in Two-term model for MR 

 k, c will be reduced, and a will be raised in Logathmic model for MR 

 yo, a, t0 will be increased, and xc, w will be reduced, except yo will be reduced at temperature 35 

°C in Gauss Modified model for DR   

Table 1. Model of the moisture ratio (MR) applied to the experimental drying curves (35 °C) 
 

MR 

Model Model eguation d 

(mm) 

k a b c d R2 RSME 

Newton 
y=e-a∙x 

3 

6 

9 

 

0.0049 

0.0021 

0.0017 

   

0.9944 

0.9967 

0.9963 

0.0104 

0.0113 

0.0141 

Henderson-

Pabis 
y=a∙e-k∙x 

3 

6 

9 

0.0051 

0.0022 

0.0018 

1.0371 

1.0350 

1.0268 

   

0.9958 

0.9981 

0.9972 

0.0074 

0.0062 

0.0106 

Modified 

Page 
y=a∙e-k∙xb

 

3 

6 

9 

0.0036 

0.0013 

0.0009 

1.0177 

1.0055 

0.9926 

1.0600 

1.0838 

1.0949 

  

0.9963 

0.9992 

0.9986 

0.0063 

00027 

0.0051 

Logarithmic 
y=a∙e-k∙x+c 

3 

6 

9 

0.0048 

0.0020 

0.0016 

1.0493 

1.0532 

1.0581 

 

-0.0209 

-0.0311 

-0.0513 

 

0.9962 

0.9992 

0.9995 

0.0065 

0.0026 

0.0018 

Two-term 
y=a∙e-b∙x+c∙e-d∙x 

3 

6 

9 

 

1.0272 

1.0437 

1.0626 

-0.0016 

-0.0020 

-0.0047 

-0.0182 

-0.0210 

-0.0346 

0.0005 

0.0002 

0.0006 

0.9959 

0.9992 

0.9995 

0.0065 

0.0026 

0.0017 

Midilli-

Kucuk 
𝑦=a∙e-k∙xb

+c∙x 

3 

6 

9 

0.0038 

0.0015 

0.0015 

1.0192 

1.0102 

1.0048 

1.0464 

1.0515 

1.0156 

0 

0 

0 

 

0.9962 

0.9993 

0.9995 

0.0062 

0.0021 

0.0017 

Weibull 
y=a-b∙e-k∙xc

 
3 

6 

9 

-0.0004 

-0.0004 

-0.0003 

157.9994 

138.0355 

116.9997 

156.9281 

136.9182 

115.8892 

0.4472 

0.4315 

0.4495 

 

0.9563 

0.9676 

0.9775 

0.0699 

0.1018 

0.0799 

Parabolic 
y=c+a∙x+b∙x2 

3 

6 

9 

 

-0.0033 

-0.0014 

-0.0012 

0.000003 

0.0000005 

0.0000004 

0.9542 

0.9490 

0.9455 

 

0.9834 

0.9879 

0.9915 

0.0280 

0.0391 

0.0308 

 

MR – moisture ratio, d – carrot thickness, t – drying time, MR = y, t = x 
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Table 2. Model of the moisture ratio (MR) applied to the experimental drying curves (50 °C) 
 

    MR      
Model Model eguation d 

(mm) 

k a b c d R2 RSME 

Newton 
y=e-a∙x 

3 

6 

9 

 

0.0066 

0.0075 

0.0041 

   

0.9635 

0.9904 

0.9771 

0.0504 

0.0135 

0.0575 

Henderson-

Pabis 
y=a∙e-k∙x 

3 

6 

9 

0.0071 

0.0076 

0.0044 

1.0822 

1.0153 

1.0781 

   

0.9695 

0.9899 

0.9827 

0.0381 

0.0131 

0.0416 

Modified 

Page 
y=a∙e-k∙xb

 

3 

6 

9 

0.0007 

0.0053 

0.0005 

0.9920 

0.9975 

0.9751 

1.4253 

1.0654 

1.3638 

  

0.9926 

0.9902 

0.9982 

0.0084 

0.0119 

0.0042 

Logarithmic 
y=a∙e-k∙x+c 

3 

6 

9 

0.0043 

0.0066 

0.0033 

1.3187 

1.0450 

1.1643 

 

-0.2831 

-0.0474 

-0.1282 

 

0.9893 

0.9920 

0.9957 

0.0122 

0.0096 

0.0099 

Two-term 
y=a∙e-b∙x+c∙e-d∙x 

3 

6 

9 

 

15.9935 

17.0046 

20.0347 

0.0027 

0.0072 

0.0021 

-14.9591 

-15.00169 

-19.0025 

0.0025 

0.0024 

0.0021 

0.9886 

0.9921 

0.9966 

0.0117 

0.0088 

0.0076 

Midilli-

Kucuk 
𝑦=a∙e-k∙xb

+c∙x 

3 

6 

9 

0.0007 

0.0075 

0.0005 

0.9921 

1.0169 

0.9743 

1.4249 

1.0010 

1.3678 

0 

0 

0 

 

0.9918 

0.9883 

0.9981 

0.0084 

0.0131 

0.0042 

Weibull 
y=a-b∙e-k∙xc

 
3 

6 

9 

-0.0002 

-0.0006 

-0.0003 

152.0416 

103.0431 

146.9943 

150.9994 

102.0086 

145.9136 

0.6606 

0.4565 

0.5133 

 
 

0.9706 

0.9683 

0.9648 

0.0300 

0.0357 

0.0774 

Parabolic 
y=c+a∙x+b∙x2 

3 

6 

9 

 

-0.0051 

-0.0047 

-0.0029 

0.000006 

0.000005 

0.000003 

1.0247 

0.9343 

1.0008 

 

0.9908 

0.9779 

0.9994 

0.0104 

0.0268 

0.0014 

 

MR – moisture ratio, d – carrot thickness, t – drying time, MR = y, t = x 
 

 

Table 3. Model of the moisture ratio (MR) applied to the experimental drying curves (70 °C) 
 

MR 
Model Model eguation d 

(mm) 

k a b c d R2 RSME 

Newton 
y=e-a∙x 

3 

6 

9 

 

0.0131 

0.0060  

0.0045 

   

0.9755 

0.9798 

0.9647 

0.0256 

0.0316 

0.0749 

Henderson-

Pabis 
y=a∙e-k∙x 

3 

6 

9 

0.0138 

0.0064 

0.0048 

1.0611 

1.0631 

1.0827 

   

0.9773 

0.9837 

0.9711 

0.0208 

0.0238 

0.0583 

Modified 

Page 
y=a∙e-k∙xb

 

3 

6 

9 

0.0025 

0.0011 

0.0003 

1.0113 

0.9835 

0.9624 

1.3763 

1.3227 

1.4873 

  

0.9961 

0.9981 

0.9966 

0.0031 

0.0026 

0.0065 

Logarithmic 
y=a∙e-k∙x+c 

3 

6 

9 

0.0113 

0.0045 

0.0030 

1.1315 

1.1889 

1.2732 

 

-0.0882 

-0.1651 

-0.2453 

 

0.9827 

0.9971 

0.9938 

0.0135 

0.0039 

0.0118 

Two-term 
y=a∙e-b∙x+c∙e-d∙x 

3 

6 

9 

 

29.0855 

16.6606 

19.9649 

0.0076 

0.0029 

0.0018 

-28.0437 

-15.6393 

-18.9388 

0.0074 

0.0028 

0.0018 

0.9814 

0.9976 

0.9943 

0.0122 

0.0030 

0.0102 

Midilli-

Kucuk 
𝑦=a∙e-k∙xb

+c∙x 

3 

6 

9 

0.0019 

0.0011 

0.0003 

1.0082 

0.9824 

0.9610 

1.4334 

1.3275 

1.4942 

0 

0 

0 

 

0.9958 

0.9979 

0.9964 

0.0027 

0.0026 

0.0065 

Weibull 
y=a-b∙e-k∙xc

 
3 

6 

9 

-0.0003 

-0.0002 

-0.0002 

212.6791 

145.8299 

134.1434 

-211.6471 

- 144.7839 

- 133.0868 

0.51419 

0.57481 

0.60340 

 

0.9219 

0.9747 

0.9745 

0.0509 

0.0317 

0.0460 

Parabolic 
y=c+a∙x+b∙x2 

3 

6 

9 

 

-0.0097 

-0.0045 

-0.0033 

0.00002 

0.000005 

0.000003 

1.01685 

1.00254 

1.01377 

 

0.9878 

0.9996 

0.9978 

0.0096 

0.0006 

0.0041 

MR – moisture ratio, d – carrot thickness, t – drying time, MR = y, t = x 
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Table 4. Model of the drying ratio (DR) applied to the experimental drying curves (35 °C) 
 

    DR (g h-1)  

Model Model eguation d 

(mm) 

       

   a0 a1 a2 a3 a4 R2 

Polynomial 
𝑦 = 𝑎0 + 𝑎1 ∙ 𝑥 + ⋯ + 𝑎𝑛−1 ∙ 𝑥𝑛−1 3 

6 

9 

0.0546 

0.1700 

0.2898 

0.0089 

0.0033 

0.0021 

-0.00007 

-0.00001 

-0.000008 

  

0.4949 

0.6424 

0.5911 

   y0 a xc w t0 R2 

Gauss 

Modified 

𝑦 
=  𝑦0

+  
𝑎

𝑡0
𝑒

1
2

∙(
𝜔
𝑡0

)
2

 − 
𝑥−𝑥𝑐

𝑡0 ∫
1

√2𝜋
𝑒

−𝑦2

2 𝑑𝑦

𝑧

−∞

, 

𝑧 =
 𝑥 − 𝑥𝑐

𝑤
−

𝑤

𝑡0
 

3 

6 

9 

0.0387 

0.0340 

-0.0161 

78.7106 

218.1488 

422.3769 

32.2716 

29.7467 

27.1674 

3.3142 

2.3008 

3.7384 

118.3559 

444.0332 

722.4330 

0.7103 

0.7289 

0.7248 

 

DR – moisture ratio, d – carrot thickness, t – drying time, DR = y, t = x, RSME – not appropriate 

parameter for the functions 
 

 

Table 5. Model of the drying ratio (DR) applied to the experimental drying curves (50 °C) 
 

DR (g h-1) 
Model Model eguation d 

(mm) 
      

 

   a0 a1 a2 a3 a4 R2 

Polynomial 𝑦 = 𝑎0 + 𝑎1 ∙ 𝑥 + ⋯ + 𝑎𝑛−1 ∙ 𝑥𝑛−1 3 

6 

9 

0.0859 

0.2532 

0.1929 

0.0349 

0.0920 

0.0115 

-0.00031 

-0.00114 

-0.00008 

0.000001 

0.000005 

0.0000002 

 

0.9065 

0.7957 

0.8435 

   y0 a xc w t0 R2 

Gauss 

Modified 

𝑦 
=  𝑦0

+ 
𝑎

𝑡0
𝑒

1
2

∙(
𝜔
𝑡0

)
2

 − 
𝑥−𝑥𝑐

𝑡0 ∫
1

√2𝜋
𝑒

−𝑦2

2 𝑑𝑦

𝑧

−∞

, 

𝑧 =
 𝑥 − 𝑥𝑐

𝑤
−

𝑤

𝑡0
 

3 

6 

9 

-12.8160 

0.1646 

-0.7165 

269.6796 

357.6324 

1491.1554 

64.5868 

29.1649 

1.5684 

53.0170 

30.0002 

16.9588 

86.4016 

132.1474 

950.6972 

0.9089 

0.7552 

0.9391 

 

DR – moisture ratio, d – carrot thickness, t – drying time, DR = y, t = x, RSME – not appropriate 

parameter for the functions 
 

 

Table 6. Model of the drying ratio (DR) applied to the experimental drying curves (70 °C) 
 

DR (g h-1) 

Model Model eguation d (mm)        

   a0 a1 a2 a3 a4 R2 

Polynom

ial 

𝑦 = 𝑎0 + 𝑎1 ∙ 𝑥 + ⋯ + 𝑎𝑛−1

∙ 𝑥𝑛−1 
3 

6 

9 

-0.0277 

0.0656 

0.1488 

0.0422 

0.0209 

0.0094 

-0.0006 

-0.0002 

-0.00007 

0,000003 

0,000001 

0,0000002 

 

0.8188 

0.8834 

0.8091 

   y0 a xc w t0 R2 

Gauss 

Modifie

d 

𝑦 
=  𝑦0

+ 
𝑎

𝑡0
𝑒

1
2

∙(
𝜔
𝑡0

)
2

 − 
𝑥−𝑥𝑐

𝑡0 ∫
1

√2𝜋
𝑒

−𝑦2

2 𝑑𝑦

𝑧

−∞

, 

𝑧 =
 𝑥 − 𝑥𝑐

𝑤
−

𝑤

𝑡0
 

3 

6 

9 

0.0121 

-0.5949 

0.2458 

100.5063 

830.2276 

20.5970 

31.6404 

30.4374 

29.8533 

5.0981 

15.9508 

0.0249 

56.9168 

601.0380 

49.7758 

0.9713 

0.9440 

0.9329 

DR – moisture ratio, d – carrot thickness, t – drying time, DR = y, t = x, RSME – not appropriate 

parameter for the functions. 
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4. Conclusions 

The mathematical models Modified Page, Logarithmic, Two-term, and Gauss Modified are the most 

appropriate models for thin layer drying in the air temperature range of 35 °C to 70 °C, 0.25 ms-1 (hot) 

drying air speed and mass (carrot slices) load 3 kgm−2. Based on the obtained results for the R2 and 

RSME, the optimal parameters for thin layer drying carrot slices in laboratory dehydrator are dehydration 

temperature 70 °C, and carrot slice thickness of 3 mm. The third drying parameter that would have a 

significant impact on thin layer drying process was the drying time, which at 70 °C for a carrot slice 

thickness of 3 mm was 4.5 hours and a maximum DR ratio of 106.7 g/h. 
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Study of non-linear synergy control laws on the experimental 

stand of pneumatic actuators  
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Abstract. The purpose of this work is to synthesize the laws for controlling the position of the 

piston of a pneumatic cylinder using the synergetic method of analytical design of aggregated 

controllers (ACAR), which takes into account the nonlinear dynamics of the system under 

consideration. 

The procedure for the synthesis of synergetic control is based on the introduction of a sequence 

of invariant manifolds, proceeding from the technological problem of positioning the pneumatic 

cylinder rod at the required position, and the subsequent step-by-step dynamic decomposition of 

the original dynamic system. 

As a result, the synthesized nonlinear two-channel regulator moves the pneumatic actuator rod 

to a predetermined position while simultaneously stabilizing the pressure in the drain chamber. 

Simulation of the system with a regulator showed that the control law obtained in analytical form 

moves the pneumatic actuator rod to a given position while simultaneously stabilizing the 

pressure in the drain chamber. 

The paper deals with practical research that was carried out at the educational and experimental 

stand of pneumatic drives for vertical and horizontal movement of the Camozzi company. 

1. Introduction 

The technological relevance of the task of controlling the pneumatic system is associated with the 

complexity of precise and smooth braking of the pneumatic drive piston in a given coordinate of its 

trajectory. This is justified by the fact that the working medium of the system is compressed air, which 

has the physical property of strong compressibility, as well as significant nonlinearity of the 

thermodynamic processes occurring in the system. 

In the last century, the most used in the control of pneumatic systems were industrial regulators that 

implement typical linear control laws by adjusting the P, I, D components of the regulator. Linear control 

laws were distinguished by a simple algorithm for the functioning of regulators, a wide range of their 

use for most applied problems, and economically low costs for implementing control laws. 

In this case, problems arose associated with the complexity of tuning the differential component of the 

regulator, an increase in the bandwidth and, as a result, the appearance of high-frequency interference, 

which affected the operation of the system and the appearance of errors [1, 2]. 

In work [3], studies of the synthesis of linear typical laws of regulation in a pneumatic servo drive 

were carried out in sufficient detail and clearly, where the disadvantages of the developed PI-controller 

are given, which are associated with the appearance of overshoot and the occurrence of low-frequency 

self-oscillations. 

The active development of microprocessor technology in recent decades has led to the improvement 

of the algorithms for tuning PID regulators. At the moment, there are industrial regulators with automatic 
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tuning of parameters using adaptive algorithms, neural networks, fuzzy logic methods, as well as genetic 

algorithms [4]. 

Various modifications of PID controllers have appeared, for example, a controller that performs the 

task of tracking control based on Petri nets [5] or a controller with two degrees of freedom, which ensures 

the independence of the solution of two control problems [6]. In addition, additional functions of the 

controller have been added, namely: alarm functions, control of the rupture of the control loop, going 

beyond the boundaries of the dynamic range [7]. However, mostly fuzzy logic algorithms are used in 

systems that are difficult to formalize and mathematical description [8]. 

In this paper, it is proposed to consider the synthesis of nonlinear synergistic laws for controlling the 

position of the pneumatic actuator piston by changing the pressures in the filling and exhaust chambers. 

The synthesis of control laws is carried out using the method of analytical design of aggregated 

controllers (ACAR) of synergetic control theory [9-11].  

 

2. Pneumatic system dynamics and mathematical model 

Figure 1 shows a closed control loop of a pneumatic system including a pneumatic actuator (4), electro-

pneumatic valves (3), a programmable logic controller (2) and a displacement sensor (1). The 

programmable logic controller issues discrete commands in the form of control voltages to the electro-

pneumatic valves, which, in turn, change the cross-sectional area of the hole, while controlling the 

incoming and outgoing air flows. 

 

 
Figure 1. Closed loop control pneumatic system 

 

A pneumatic valve (PR) with electromagnetic proportional control converts the input electrical signal 

- voltage 𝑈𝑖   on the electromagnet of the i-th PR into the bore area 𝑈𝑖𝑓 . Thus, the cross-sectional areas 

𝑈1𝑓 and 𝑈2𝑓 PR are related to the control voltage by the following relationship [10]: 

𝑈𝑖𝑓 = 𝑔 ∙ 𝑈𝑖 ,                                                                 (1) 

where 𝑔 is the voltage gain 1,2 ∙ 10−6 m2 V⁄ . 

The mathematical model of a complex dynamic system, to which the EPS belongs, represents the 

relationship between the variables that characterize the behavior of the system, based on the equation of 

motion of the mechanical part of the device, as well as from the equations characterizing the 

thermodynamic and gas-dynamic processes occurring in the cylinder cavities [12-14]: 
𝑥1̇(𝑡) = 𝑥2;                                                                                                                       

𝑥2̇(𝑡) = 𝑎21 ∙ 𝑥3 − 𝑎22 ∙ 𝑥4 − 𝑎23 ∙ 𝑥2 − 𝑎24;                                                           

𝑥3̇(𝑡) =    [𝑎31 ∙ (𝑥1 + 𝑙01)−1 ∙ 𝑈1𝑓 ∙ √𝑝м
2 − 𝑥3

2] − 
𝑘𝑥3𝑥2

(𝑥1 + 𝑙01)
;                    (2) 

𝑥4̇(𝑡) = − [𝑎41 ∙ (𝑎42 − 𝑥1)−1 ∙ 𝑈2𝑓 ∙ (
𝑥4

𝑝𝑎
)

𝑘−1
2𝑘

∙ √𝑥4
2 − 𝑝А

2] +
𝑘𝑥4𝑥2

(𝑎42 − 𝑥1)
.      
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The following coefficients are introduced into the mathematical model (2) for a simplified 

representation and further analysis: 𝑎21 =
𝑆1

𝑀
 ; 𝑎22 =

𝑆2

𝑀
;  𝑎23 =

𝑘Втр

𝑀
;  𝑎24 =

𝑃𝑎(𝑆1−𝑆2)

𝑀
;   𝑎31 =

𝑘√ 𝑅𝑇м

𝑆1√𝜉
; 

𝑎41 =
𝑘√ 𝑅𝑇м

𝑆2√𝜉
; 𝑎42 = (𝐿 + 𝑙02). 

In the model, the following parameters are designated as: 𝑥1 – coordinate of the piston movement 𝑙 (𝑚); 

𝑥2 – speed of movement of moving masses 𝑉(𝑚/𝑠); 𝑥3 – pressure in the filling chamber 𝑝1 (𝑃а); 𝑥4 – 

pressure in the exhaust chamber 𝑝2 (𝑃а); 𝑀 – is the mass of the moving part of the piston and rod 

(0,5 kg); 𝑆1 and 𝑆2 – the effective areas of the piston and rod cavities of the pneumatic cylinder 

 (8 ∙ 10−4 𝑚2 𝑎𝑛𝑑 6 ∙ 10−4 𝑚2 ); 𝑘Втр – viscous friction coefficient  (100 𝑁 ∙ 𝑠 𝑚)⁄ ; 𝑇м – absolute gas 

temperature (293 К); 𝑘 – is the adiabatic index for air (1,4); 𝑅 – universal gas constant ((287 J) ⁄ (kg ∙ 

K)); 𝑙01 and  𝑙02 – initial and final coordinates of the piston position (0.002 m); 𝜉 – is the total resistance 

coefficient of the chokes included in the line (30); 𝑝м –  pressure level at the inlet of the line (5 ∙ 105𝑃а); 

𝑝а –  atmospheric pressure (105𝑃а). 

 

3. Formulation of the control problem and methods of its implementation 

One of the initial stages in the synthesis of control laws by the ACAR method is the selection of control 

objectives - invariants that are set based on the technological problem, taking into account the physical 

essence of the dynamics of the processes occurring in the system under study [15]. Since the considered 

electro-pneumatic system (EPS) is described by the equations of the dynamics of the piston motion and 

the equations of thermodynamic equilibrium, it is necessary to specify technological and thermodynamic 

invariants that will be the final goal of the state of the system. 

According to the control task, pneumatic drives are divided into positional and tracking, thus the 

ultimate control goal - technological invariants can be: positioning the piston coordinate ℓ to a given 

position, as well as changing the piston speed 𝑉 according to a given time law. 

Thermodynamic invariants should reflect the "internal" balance of forces of the system, which will 

ensure the fulfillment of the final - technological control task. Similar forces in the system under study 

are: the pressure of compressed air in the filling chamber 𝑝1, which is essentially the "working" pressure 

that affects the movement of the piston, as well as the pressure in the exhaust chamber 𝑝2, a change in 

which affects the braking of the piston, and therefore its speed movement. Thus, a systemic control 

model is traced, in which the equilibrium of the system state variables will correspond to certain control 

objectives. 

According to the ACAR method, the number of assigned objective functions must correspond to the 

number of control channels. The control in the electro-pneumatic system is carried out through two 

channels: 

 control 𝑈1𝑓of the incoming mass air flow, forming the pressure 𝑝1  in the filling chamber, is 

carried out by changing the sectional area 𝑓1 of the PR1 valve; 

 control 𝑈2𝑓 of the mass flow of air leaving the chamber, which is physically reflected in the form 

of pressure 𝑝2, is carried out by changing the cross-sectional area 𝑓2 of the valve PR2. 

In EPS, the created pressure 𝑝1 in the filling chamber is responsible for the starting and further 

movement of the piston, and the increase in pressure 𝑝2 in the exhaust chamber decelerates the piston. 

In back pressure control, the piston is braked by increasing the pressure 𝑝2 by forcing an air flow in 

the exhaust chamber of the pneumatic cylinder, which is carried out by connecting the pneumatic valve 

to a source with increased pressure. 

Thus, the control task is that it is necessary to synthesize such control actions 𝑈1𝑓 and 𝑈2𝑓 providing 

certain pressure ratios 𝑝1 and 𝑝2, at which the piston of the pneumatic cylinder makes a smooth stop at 

a given position ℓ. 
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When the drive stops completely, the pressures in the inlet and outlet chambers will be equal to each 

other. Thus, during the movement of the stem, the pressure is equalized. It is possible to reflect this 

alignment by the corresponding invariant manifolds during the synergistic synthesis procedure. 

According to the formulated technological problem of positioning the pneumatic cylinder rod at the 

required position, we introduce the first invariant corresponding to the control goal: 

𝑥1 = 𝑥1
∗ ,                                                                               (3) 

where 𝑥1 is the current stem position, and 𝑥1
∗ is the required value. 

The second invariant of the system is the condition: 

𝑥4 = 𝑥3,                                                                             (4) 
at which the pressures in the inlet and outlet chambers are equal to each other. 

 

4. Synthesis of nonlinear synergistic laws of backpressure control 
At the first stage of the synthesis, invariant (4) can be taken into account in the introduced set of invariant 

manifolds: 

𝜓1 = 𝑥4 − 𝑥3 = 0, 

𝜓2 =  𝑥3 − 𝜑1(𝑥1, 𝑥2) = 0                                                          (5)  
In this case, the set of manifolds (5) must satisfy the solution of the system of functional equations: 

{
𝑇1𝜓̇1(𝑡) + 𝜓1 = 0,

𝑇2𝜓̇2(𝑡) + 𝜓2 = 0,
                                                                      (6) 

When the representing point of the system falls into the neighborhood of the intersection of manifolds 

(5) in the closed system, dynamic decomposition will occur [10] and the behavior of the system will be 

described by a reduced system of second-order differential equations: 

 

{
𝑥̇1(𝑡) = 𝑥2;                                                                                                        

𝑥̇2(𝑡) = (𝑎21 − 𝑎22) ∙ 𝜑1(𝑥1, 𝑥2) − 𝑎23 ∙ 𝑥2 − 𝑎24,                                 
      (7) 

where 𝜑1(𝑥1, 𝑥2) is the so-called internal control of the decomposed system. 

To find the internal control 𝜑1, a manifold is introduced, the structure of which corresponds to the 

invariant (3): 

𝜓3 =  𝑥2 − 𝑘(𝑥1 − 𝑥1
∗) = 0.                                                (8) 

For asymptotically stable motion of the system on the attractor to the control goal 𝑥1 = 𝑥1
∗ invariant 

manifold (8) must satisfy the solution of the functional equation: 

𝑇3𝜓̇3(𝑡) + 𝜓3 = 0,                                                               (9) 
The solution of the functional equation (9), taking into account the invariant manifold (8) and the 

model of the decomposed system (7), determines the structure of the internal control: 

 

𝜑1 =
𝑇3(𝑎23𝑥2 + 𝑎24 + 𝑘𝑥2)−𝑥2 + 𝑘(𝑥1 − 𝑥1

∗)

𝑇3(𝑎21 − 𝑎22)
.                    (10) 

Expressions of control actions 𝑈1𝑓 and 𝑈2𝑓  are determined from the joint solution (5) and (6) taking 

into account the found internal control (10) and the mathematical model of the object (2). Thus, the 

control law for the flow area of the valve on PR1 has the form: 

𝑈1𝑓 =
𝑇2(𝜆1 + 𝜆2 + 𝜆4) − 𝑥3 + 𝜆5

𝑇2𝜆3
, 𝑈2𝑓 =

𝑇1(𝜆3𝑈1 + 𝜆4 + 𝜆7) − 𝑥4 + 𝑥3

−𝑇1𝜆6
     (11) 

where 𝜆1 = −
𝑘𝑥2

𝑇3(𝑎22+𝑎21)
;  𝜆2 =

(𝑇3𝑘+𝑇3𝑎23−1)(𝑎21𝑥3−𝑎22𝑥4−𝑎23𝑥2−𝑎24)

𝑇3(𝑎22+𝑎21)
 ; 

𝜆3 =
𝑎31√𝑝м

2 − 𝑥3
2 

𝑥1 + 𝑙01
; 𝜆4 =

𝑘𝑥3𝑥2

(𝑥1 + 𝑙01)
; 𝜆5 =

𝑇3(𝑘𝑥2 + 𝑎23𝑥2 + 𝑎24) + 𝑘(𝑥1 − 𝑥1
∗) − 𝑥2

𝑇3(𝑎21 − 𝑎22)
; 

 𝜆6 =
𝑎41(𝑥4 𝑃𝑚⁄ )

𝑘−1
2𝑘 ∙√(𝑥4

2−𝑝А
2)

𝑎42−𝑥1
;  𝜆7 =

𝑘𝑥4𝑥2

𝑎42−𝑥1
. 
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5. Modeling a synergistic control system 

Figures 2-3 show the results of modeling a system with the obtained nonlinear control laws (11). During 

the simulation, the following initial conditions of the system were set: 𝑥1 = 0 𝑚; 𝑥2 = 0 𝑚 𝑠⁄ ;  𝑥3 =
105 𝑃а; 𝑥4 = 105 𝑃а and the desired values of piston displacement 𝑥1

∗ = 0,1𝑚  and pressure in the 

exhaust chamber 𝑥4 = 𝑥3 = 105𝑃а. Controller parameter values: :  𝑇1 = 𝑇2 = 𝑇3 = 0,001 𝑠, 𝑘 = −1. 
The position of the rod 𝑥1 reaches the desired displacement value in a time of 4 seconds (Fig. 2), which 

indicates the adequacy of the synthesized control law, as well as its asymptotic stability. The graph of 

the change in the speed of the rod 𝑥2 of the pneumatic cylinder shows that the speed, increasing to the 

maximum at the beginning of the movement of the pneumatic cylinder, decreases, taking on a zero value 

when the specified displacement is reached. The pressure in the filling chamber 𝑥3 at the end of the 

movement cycle coincides with the pressure in the exhaust chamber 𝑥4 (Fig. 3), which was set when 

forming the invariant (4). 

 

 
Figure 2. Graphs of changes in the phase variables of the EPS with coordinated control: 1) piston 

displacement (𝑋1, 𝑚); 2) piston speed (𝑋2, 𝑚/𝑠) 

 

 
Figure 3. Graphs of changes in the phase variables of the EPS: 1) change in the pressure in the inlet 

chamber (𝑋3, 𝑃а); 2) change in pressure in the exhaust chamber (𝑋4, 𝑃а) 

 

The analysis of the graphs of the transient processes presented in Figure 4 shows that when the back 

pressure is controlled, the opening area of the valve that admits the compressed air flow 𝑈1f is larger, 

this leads to an increase in the working pressure 𝑋3 (Figure 3). At the same time, due to a smooth 

decrease in the cross-sectional area of the exhaust valve 𝑈2f, where air is supplied with excess pressure, 

the pressures in the filling chambers 𝑋3 and exhaust 𝑋4 are stabilized to the value of the atmosphere 

(Figure 3). 
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Figure 4. Graphs of transient processes with coordinated control: 

1) cross-sectional area PR1 𝑈1f, 𝑚2; 2) the cross-sectional area of the PR2 (𝑈2f, 𝑚2) 

  

Figure 5 shows the voltage graphs for PR1 and PR2. The value of the control voltage 𝑈1  equal to ≈ 

10 V corresponds to the full opening of the PR1 port and its connection to the compressed air supply 

line, this happens in a fraction of a second, then the port is completely closed. A positive voltage value 

𝑈2 corresponds to the connection of the PR2 port with a source of increased pressure, which can be 

either a power source or a special pneumatic device. In this case, the exhaust chamber is filled with 

compressed gas to a certain limit. 

 
Figure 5. Graphs of voltages on PR with coordinated control: 1) voltage on PR1 (𝑈1, 𝑉); 2) voltage 

across PR2 (𝑈2, 𝑉) 

 

This back pressure control is often used in pneumatic automation due to the possibility of smooth 

movement of the stem in real experimental conditions. 

 

6. Experimental study of the obtained control laws on the bench of pneumatic drives  

of the Camozzi Company 

The obtained control laws were empirically tested on the educational and experimental stand of the EPS, 

a photo of which is shown in Figure 6. Below are the main functional elements of the EPS stand: 

 Pneumatic drives of horizontal and vertical movements Camozzi QCT2A032A200 series (1); 

 LRWA2-36-2A00 series proportional pneumatic distributors of incoming and outgoing 

compressed air flows Camozzi (2); 

 Programmable logic controller PLC Aries 150; 

 MPS-128TSTP0 series magnetic piston position sensor. 
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This ERS stand is used for educational purposes to study the horizontal and vertical positioning of 

pneumatic drives, with proportional distributors of compressed air flows that provide braking and 

stopping of the drive at a given coordinate. 

 

 
 

Figure 6. Educational and experimental stand for horizontal and vertical positioning of pneumatic 

drives 

 

To graphically represent the electrical and pneumatic relationships between the functional elements 

included in the EPS, a schematic pneumatic diagram of the stand was implemented in the environment 

of the computer-aided design package "Compass", shown in Figure 7. 

 

 
Figure 7. Schematic pneumatic diagram of the stand with horizontal positioning of the pneumatic 

drive 
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Designing, debugging and loading a program into a PLC is carried out in the CoDeSys industrial 

automation software development environment in one of five IEC 61131-3 programming languages. In 

this case, the graphical language of functional block diagrams FBD (Function Block Diagram) was 

chosen as the programming language, which allows for an accessible and visual representation of the 

processing and transmission of the control signal from the PLC to the PR, in the form of chains from 

certain elements-program components (POU). 

Figure 8 shows the simultaneous digital tracing of two control signals - voltage U1 on PR1 (green 

graph) and voltage U2 on PR2 (red graph).The abscissa axes represent the cycles of the controller, while 

in the emulation mode in the CoDeSys software debugging environment, the PLC cycle is 55 

milliseconds. Thus, 500 PLC cycles in terms of the operating time of the controller is 27.5 seconds. The 

ordinate axes represent the values of the output voltages - the unit is Volt. 

 

 
Figure 8. Graph of control voltages U1 on PR1 and U2 on PR2 for the case of back pressure control  

in the exhaust chamber 

 

As seen from Fig. 8, the controller begins to generate a control signal voltage U1 at about 140 cycle, 

while the voltage signal U2 at about 150 cycle, which corresponds to a time of 8.25 seconds. This natural 

time delay of milliseconds is due to the fact that first the PR1 is triggered to the compressed air inlet 

into the filling chamber, and then the valve on the PR2 opens. 

At the same time, the presence of initial controller cycles in which there are no values of control 

signals is due to the delay time, which includes: the operating system delay when the programming 

environment is connected to the controller, physical delays in the propagation of signals to the PLC 

inputs, as well as the delay in reproducing digital tracing in the controller emulation mode. 
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Judging by the voltage graph U2, (Fig. 5), the time during which the PR2 valve will completely close is 

13.75 seconds, while, according to the graph obtained in the course of mathematical modeling in the 

Maple package, the time for the complete closing of PR2 is 6-8 seconds (Fig. 5). This is due to the 

mathematical idealization of obtaining analytical data, as well as the lack of accounting, when modeling 

processes, the time for receipt, processing and issuance of a control signal by the controller. 

 

7. Conclusion 
In general, comparing the graphs of control actions - voltages U1 and U2, obtained using the synergistic 

ACAR method and the graphs of signals of discrete outputs of the controller in Fig. 8, which are control 

actions on the valves PR1 and PR2, one can definitely state the identity of these graphs, which indicates 

the high accuracy of the analytically synthesized nonlinear synergistic control laws. 
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Influence of the structure of coolant flows on the temperature 

profile by phases in a water heating dryer 

J E Safarov, Sh A Sultanova, G T Dadayev and Sh U Zulpanov 

Food engineering laboratory, Tashkent state technical university,  

Tashkent, Uzbekistan 

 
Abstract. This research of the profiles of the temperature field of the process of convective 

drying of plant raw materials. Mathematical modeling of the temperature field on the basis of 

the three-phase flow structure was carried out. In a wide range of variation of design and 

operating parameters (from 50 to 150%) their nominal values are identified. A qualitatively new 

picture of the temperature field was found, which is expressed in the fact that, depending on the 

contact conditions of the gas and solid phases and the relative air flow, the temperature profile 

on the pallets can have both positive and negative slopes. The sensitivity of this relationship, 

formalized in the form of axonometric graphs and the corresponding families of isolines on the 

plane of variable factors, is shown. Criteria for non-uniformity of temperature profiles across 

pallets (dispersion of material temperature and angle of inclination of the approximating straight 

line with fixed values of the average temperature of the substance) are proposed. The procedure 

for solving the optimization problem on the conditions of the minimum criterion for the 

unevenness of the material profile is justified when the average temperature of the material 

specified in accordance with the conditions of the process schedule is restricted as equality. For 

the conditions of solving an optimization problem by the criterion of minimizing the square of 

the slope, minimization of the material temperature by the dispersion gives minor 

deviations:gotimal=0.3833, kmgoptimal=0.0124. For r=0 gives optimal, gotimal=1.2857, 

kmgoptimal=0.032, and for r=0.725, we get gotimal=0.3832, kmg=0.0126, which is in good 

agreement with the nomogram.  

1. Introduction 

In the world, 40% of medicinal raw materials are obtained from plants for the pharmaceutical industry. 

At the same time, today about 60% of medicines consist more or less of plant substances. In accordance 

with this, the process of manufacturing the necessary plant materials for the production of 

pharmaceuticals has the scientific and practical importance of introducing modern and intensive 

methods of technology as well as devices. 

Drying is one of the most advanced and commonly used preservation methods. It consists of the 

removal of moisture from the product, resulting from the simultaneous process of heat and mass transfer 

through the use of heat. The drying process can affect (partially or completely) product quality in terms 

of sensory, nutritional and functional characteristics. For a successful drying operation, it becomes 

necessary to choose a suitable technique, especially for valuable products, including medicinal plants. 

Scientists study determination of temperature and concentration of a vapor-gas mixture in a wake of 

water droplets moving through combustion products [1], hydrodynamics and mass-transfer 

characteristics analysis of vapor–liquid flow of dual-flow tray [2], mechanism of heat transfer in 
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heterogeneous droplets of water under intense radiant heating [3], а model of heat and mass transfer in 

gas phase in axial and turbulent dispersed annular flows [4]. 

In the work of A.B. Sukhotskii et al. [5], an experimental study and generalization of data on the 

intensified convective heat transfer of single-row finned tube bundles in air flow was investigated. The 

results of an experimental study of the intensified convective heat transfer of a single-row beam 

consisting of bimetallic finned tubes in a stream of heated air are presented as dependencies of the 

Nusselt number on the Grashof and Reynolds numbers. 

In the work of V.A. Sychevsky  et al. [6] investigates the aerodynamics of an experimental stand for 

drying the Institute for heat and mass transfer named after A.V. Lykov of the National Academy of 

Sciences of Belarus. The geometric structure of the wood drying bench is complex. Therefore, the 

calculation of the aerodynamics of the drying agent in the chamber is carried out on the basis of the 

ANSYS Fluent 14.5 software package. On the basis of the calculations performed, an analysis of the 

structure of the flow of the drying agent was carried out, and stagnant zones were revealed. It is 

established that the wood-drying bench does not work in the optimal aerodynamic mode. In [6-7] it was 

shown that vortices are formed at the front and rear edges of the boards arranged in a line in a stack, 

which adversely affect the aerodynamics of the flow and the processes of heat and mass transfer in the 

stack. In the drying chamber, the air flow overcomes a number of local resistances caused by the 

presence of a heat exchanger, a fan, a stack, and the geometry of the dryer (changing the direction of air 

flow). 

Experimental investigation of bound and free water transport process during drying of hygroscopic 

food material [8]. It is interesting to highlight that the cell membranes rupture at different stages of 

drying rather than collapsing at one time. The membrane collapse depends predominantly on the 

penetration rate of heat energy and the pressure gradient between intracellular and intercellular 

environments. All test results suggest that most of the cell membranes rupture at the middle stage of 

drying where the moisture content is about 2-4 kg/kg (db.). Furthermore, the moisture distribution 

profile confirmed that some moisture remained around the centre of the dried sample although the 

surface of the sample became dry [8]. 

In the study mathematical simulation of convective drying: spatially distributed temperature and 

moisture in carrot slab [9], experimental study and analysis on heat transfer effect of far infrared 

convection combined drying [10], next generation drying technologies for pharmaceutical applications 

[11], heat and mass transfer parameters in the drying of cocoyam slice [12], mathematical modelling of 

convective drying of feijoa (Acca sellowiana Berg) slices [13], wheat convective drying: An analytical 

investigation via Galerkin-based integral method [14], research authentication of the medical plants by 

multispectral analysis [15], development of helio of a drying equipment based on theoretical researches 

of heat energy accumulation [16]. 

In the article [17] study, intensification of the plant products drying process by improving solar dryer 

design, as a result, graphical interpretations of isolines of drying agent flow are obtained and location of 

passive zones in the dryer chamber are identified. Uniformity of the temperature zones in the chamber 

is ensured by supplying additional drying agent into the passive zones. Temperature values at various 

levels of the drying chamber are experimentally obtained. Results for drying cut-up mass of vegetables 

and fruits are presented. 

 

2. Methods  

Development of a water-heating convective drying equipment for medicinal herbs with their medicinal 

properties at low temperatures without using electricity, providing the ability to predict changes in 

temperature and moisture content in the layer of dehydrated material, as well as knowledge of the time 

required to obtain the desired final values of temperature and moisture content. The solution of these 

problems determines the prospects of the drying process with obtaining a quality product at low cost 

and loss of raw materials. 
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The basis for obtaining a quality product is technological systems that have a complex structural and 

functional organization. As a rule, the control objects in these systems are specific technological 

processes. 

High-quality drying of thermolabile products related to medicinal herbs should be carried out strictly 

controlling and regulating all process parameters, including the temperature of the dehydration objects. 

It is not experimentally possible to determine the temperature fields in the hovering fine particles with 

a significant intensity of the drying process. As a consequence, it is obvious that it is necessary to 

implement a mathematical model of heat and mass transfer in order to calculate temperatures at each 

spatial point of sputtered particles of dehydrated materials during the drying process in order to identify 

and implement rational modes and control product quality. When introducing rational modes and 

structures of drying apparatus, in the first place, it is necessary to ensure in practice the conditions for 

obtaining the required technological characteristics of the material being dried. 

In Figure 1 the experimental values of the temperature profile along the height are presented, where 

medicinal plants were used as the test material. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Scheme of the direct-flow movement of heat flows 

 

Identification of the model on the experimental data shows that: 

1. The model faithfully reflects a decrease in water temperature in height and an increase in air 

temperature approximately exponentially. 

2. The distortion of the calculated and experimental curves even for the last stages of the process 

indicates the need to include in the model a parameter for the heat outflow from the section due to 

evaporation. 

At this stage, the countercurrent flow and heat flow pattern is also checked (Figure 2). 
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Figure 2. Organization of the circuit of the flow of heat flow 

 

Based on the analysis of the technological situation conducted by the author, as variable factors, we 

choose the relative air flow through the drying unit and the coefficient expressing the intensity of heat 

exchange between the gas phase and the material being dried. At the same time, the remaining 

parameters expressing design and operational features are assumed to be unchanged. The range of 

variation is taken equal to 0.5 to 1.5 of their nominal values. 

 

3. Results and discussion   

Accepted nominal values of parameters: 

gnom=.38; 

Tn0=100; 

Tg0nom=20; 

knmnom=.025; 

kmgnom=.0135; 

kngnom=.1; 

The individual results shown in Figure 3-4 show that the temperature profile of the material along 

the height can be both increasing and decreasing. 
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1 is the temperature of the coolant; 2-temperature gas phase; 3-temperature profile for the material;  

4-results of theoretical studies. 

Figure 3. Mode with a positive slope of the temperature profile 

 

 
 

1-temperature of the coolant; 2-temperature gas phase; 3-temperature profile for the material; 4-results 

of theoretical studies. 

Figure 4. Mode with a negative slope of the temperature profile 

 

As a criterion for the uneven distribution of temperature across the pallets, along with the average 

temperature (tsr), we take the variance of the temperature tdisT and the proportionality coefficient in the 

linear approximation formula for the temperature profile. 

The results of studies in these ranges are shown in Figure 5-8. 

 

195



 

 

 

 

 

 

 
Figure 5. Average values of material temperature by pallet 

 

As a result of the experiments, criteria were found for the non-uniformity of the temperature profiles 

across the pallets of the material temperature dispersion and the slope angle of the approximating straight 

line for fixed values of the average temperature of the substance.  

 

 
Figure 6. Surface expressing positive and negative values of the slope of the temperature profile 
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Figure 7. The surface of the criterion Tdispersiya 

 

Figure 8. Isolation Tdispersiya 

 

3.1. Development of recommendations for optimal process management 

The relationship between the criteria for uneven profiles has a partial interdependence. In particular, the 

temperature dispersion and the angle of inclination of the aligned profile are almost correlated, but unlike 

the angle of inclination, which may be zero, which is ideal for drying, from the point of view of the same 

profile along the pallets, the dispersion has a certain hysteresis zone. This is consistent with the fact that 

there always remains some residual irregularity, which can be observed with an increase in the number 

of scans (Figure 9). 

In practice, designing not only dryers, but also devices with interphase exchange, it becomes 

necessary to select variable optimizable variables, based on the requirements of equality of the average 

temperature to a certain value specified in accordance with the technological regulations and to ensure 

minimum slope. 
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Figure 9. Zone with minimum bottom for dispersion values 

  

Sometimes a situation arises of the need to provide some compromise between these indicators, in 

terms of energy efficiency. To solve these problems, the nomogram presented in Figure 2 is proposed 

as an engineering method. ten. 

 
Figure 10. Nomogram for calculating a given temperature profile 

  

In addition, the nomogram allows you to select the appropriate values of the parameters of the 

technological mode and the conditions of the contact phase (with increasing or decreasing nature) 

(Figure 11). 
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Figure 11. Nomogram to determine the optimal Tsr and slope (bmnk). 

 

For a more accurate calculation of the optimal parameters, an algorithmic procedure was developed 

on Matlab: 

 

global n Tn0 Tg0 knm kng r Tt 

n=6; 

gnom=.5; 

Tn0=100; 

Tg0=20; 

knm=.025; 

kmgnom=.015; 

kng=.1; 

r=0; 

za0=[3.78 -.0182]; 

za2=fminsearch(@z170401L,za0,[0 1e-7 1e-7 5000]) 

za2=fminsearch(@z170401L,za2,[0 1e-7 1e-7 5000]) 

function FF=z170401L(aaa) 

global n Tn0 Tg0 knmkng r Tt 

g=aaa(1); 

kmg=aaa(2); 

parametri=[n Tn0 Tg0 g knmkmgkng r]; 

Tt=sushilka3f(parametri); 

Tm=Tt(2,:); 

Tmsr=mean(Tm); 

disTm=std(Tm); 

np=1:6; 

pr=Tm; 

np100(1:n)=ones; 

        NP=[np' np100']; 

bmnk=regress(pr',NP); 

prmnk=NP*bmnk; 

naklon=bmnk(1); 
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L=(naklon)^2+100*(Tmsr-85)^2; 

FF=L; 

The program implements the solution of the problem of finding the conditional extremum with the 

restriction in the form of equality to the average temperature given by the method of penalty functions.  

The above procedure for r=0 gives optimal, gotimal=1.2857, kmgoptimal=0.032, and for r=0.725, 

we get gotimal=0.3832, kmg=0.0126, which is in good agreement with the above nomogram  

(Figure 10).  

The above-mentioned relationship between the criteria of unevenness is clearly manifested when 

comparing optimization options according to different criteria. For the conditions of solving an 

optimization problem by the criterion of minimizing the square of the slope, minimization of the material 

temperature by the dispersion gives minor deviations:gotimal=0.3833, kmgoptimal=0.0124. 

  

4. Conclusion 

Mathematical modeling of the temperature field on the basis of the three-phase flow structure was 

carried out. In a wide range of variation of design and operating parameters (from 50 to 150%) their 

nominal values are identified. 

A qualitatively new picture of the temperature field was found, which is expressed in the fact that, 

depending on the contact conditions of the gas and solid phases and the relative air flow, the temperature 

profile on the pallets can have both positive and negative slopes. The sensitivity of this relationship, 

formalized in the form of axonometric graphs and the corresponding families of isolines on the plane of 

variable factors, is shown. 

Criteria for non-uniformity of temperature profiles across pallets (dispersion of material temperature 

and angle of inclination of the approximating straight line with fixed values of the average temperature 

of the substance) are proposed. 

The procedure for solving the optimization problem on the conditions of the minimum criterion for 

the unevenness of the material profile is justified when the average temperature of the material specified 

in accordance with the conditions of the process schedule is restricted as equality. 
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Abstract. The magnetic levitation system is a typical system with many successful 

applications in practice. Due to the inherent instability and strong open-loop nonlinearity of the 

MLS, a controller is used to control the stability of the magnetic levitation system. With the 

rapid development of embedded systems, the intelligent digital control has begun to replace 

conventional analog control technology creating a new approach to the control MLS. This 

paper proposes a hardware module for the MLS based on a digital signal processor combined 

with a fast acting controller to ensure system stability even with incomplete mathematical 

models. The simulation and experimental results are compared with the linearized feedback 

control law. Finally, experiments are carried out to test the practical feasibility of the proposed 

control laws in the MLS embedded control system. The system, with the recommended 

controller, well responds to the tolerances allowing for stable system working.  Both simulation 

and test results are included in this paper to show that the fast acting suboptimal controller has 

the advantage of being more durable and less complicated to perform in MLS control 

applications. 

1. Introduction  

Magnetic levitation systems are practical importance in many engineering systems such as high-speed 

magnetic cushion passenger trains, frictionless bearings, vibration isolation of sensitive machinery, 

lifting molten metal in furnaces Induction heating and lifting of metal plates during the manufacturing 

process. Maglev systems can be classified as suction or propulsion systems based on the magnetic 

force. These types of systems are often open-loop unstable and are described by highly nonlinear 

differential equations that make it difficult to control these systems. Therefore, designing the lifting 

position control system since the mathematical model is incomplete and the parameters are not defined 

is an important task. 

In recent years, many works have been published, many studies on the control of MLS. In the work 

[3] shows the rules of controlling MLS using the PID controller. Control law of LQR on real model is 

realized in real system and published in the project [1]. The paper [2] presents the method of adaptive 
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sliding mode control based on a neural network for magnetic levitation systems. In [6], controller 

using stable neural network of nonlinear system for MLS system is presented. In addition, the adaptive 

controllers studied in [4,5] have fairly good results.  In [7], optimal controllers based on dynamic 

adaptation are proposed and tested. Various methods for PI controller are designed and tested [8]. As 

far as we know, all of the above works are using a complete mathematical model to design control 

laws. 

In this paper, a position stabilization embedded controller based on the AVR microcontroller for 

MLS is designed. The mathematical model of the system is set up, but when the current equation is 

removed, there is no current measuring sensor on the real model. The suboptimal nonlinear control 

law is designed by incomplete system math model and fast acting virtual system thanks to the 

microbial transformation. Finally, the simulation and testing results related to the actual efficiency and 

performance of the proposed method are examined. As far as we know, this is the first effective 

control method based on the fast-acting suboptimal algorithm and embedded hardware system for the 

MLS, delivering good results to achieve the desired location with allowed error for the system to 

work. The main contributions of this work are summarized as follows: (1) The proposed 

microcontroller based embedded system using state machine can significantly improve the system's 

processing speed;  (2) Verified by the test results, the proposed fast-acting sub-optimal nonlinear 

controller could achieve better steady-state control performance while the system is not full sensor. 

The remainder of the paper is organized as follows: Part 2 presents the design of a magnetic 

levitation system embedded control model. Part 3 presents the mathematical model of the magnetic 

levitation system. Part 4 presents the design of the fast acting suboptimal control rule for the magnetic 

levitation system when the mathematical model is incomplete. Section 5 presents simulation and 

experimental results and a related discussion. Finally, Section 6 gives the conclusions and further work 

of this paper. 

 

2. Design of embedded levitation controller 

The MLS embedded control system is a dedicated digital control system, able to meet stringent 

requirements for multifunctional, cost, volume, power consumption and other metrics. It can control, 

monitor and manage MLS with the features of small software code, high automation and fast response, 

especially suitable for real-time and multi-tasking systems. The embedded control system is divided 

into data acquisition, signal conditioning and output control. The embedded control system consists of 

sensors, power amplifiers and power circuits. In addition, the system is also connected to a computer 

via RS232 port to manage and monitor the system via software. Based on the analysis above, the 

overall design of the embedded magnetic control system based on the AVR microcontroller is 

illustrated in Figure 1. 

 

 

Figure 1. Overall structural block diagram of embedded control 

system for MLS 
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The basic control requirements are as follows: initial spacing is 20 mm and desired position 0 mm. 

The requirement for a stable suspension of the desired position is 0 ± 3 mm. Based on the above 

control requirements, the analysis and design of each modular circuit of the embedded controller are 

carried out as follows: Arduino Mega 2560 Embedded Board with ATmega2560 Chip, 256 KB flash 

memory, SRAM 8KB, 4 KB EEPROM and using quartz with 16 MHz oscillation frequency. The 49E 

Hall sensor is a linear magnetic field sensor for a small range of variation and the output voltage level 

is proportional to the strength of the magnetic field applied to its sensitive end. 

 

3. Mathematical models of the MLS 

The model of the object levitation system in the magnetic field is as shown in Figure 2. In which, u(t) 

is the object control input, changed to control the electromagnetic force F to raise or lower the ball 

compared to the electromagnet. The distance between the ball and the magnet is determined by the 

Hall distance sensor. 

 

 

Figure 2. Model of magnetic levitation system 

 

Based on [12, 13], the mathematical model of the levitation system in magnetic field has the following 

form: 
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 (1) 

where, x is the position of the marble (m); v is the speed of the ball (m / s); i is the current through the 

coil (A); u is the supply voltage to the coil (V); R, L are the resistance and inductance of the 

electromagnet coil (Ω, H) respectively; C is the magnetic force constant (Nm2/A2); m is the mass of 

the marble (kg) and g is the acceleration of gravity (m /s2). 

 

From the model of the magnetic levitation system, it is clear that the system has two mechanical 

and electrical systems, where the response of the electric system always has a higher frequency or time 

of inertia much less than that of the mechanical part. In the control model in the small range the 

oscillation velocity of the ball is low, so it can be considered that in the controllable range the voltage 

is proportional to the current, that means u (t) = K i(t ). Where K is a constant determined by 

experiment. Therefore, when the real system has no current sensor, the mathematical model can be 

described of the system as follows: 
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From equation (2) see that the control signal is always positive. So the magnetic force is only 

directed upwards to ensure balance with the gravity of the ball. Set the state variable as follows: 
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 (3) 

The control goal is to keep stability around the desired position when there is variation of the 

model parameter, as well as the effect of noise. 

 

4. Synthesis of controller based on a virtual system of the quasi time optimization approach  

With this approach, it is possible to solve the problem of synthesizing control laws for the wide 

nonlinear object class, in which this control law brings many advantages to the system, such as 

optimal fast-approaching effect, asymptotic stability. and sustainable [9-11,14,15]. 

Synthesis of the fast-acting suboptimal control rule for the magnetic levitation system (3) for the 

position of the ball. The virtual system is selected as (7) then the steel ball position will be guaranteed 

to be placed in the preset position. 
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From the system of equations (4) conducting the micro-embryo transformation with y1 = x1, we 

get the sub-optimal fast-acting control according to the desired variable (5). 
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5. Simulation and experimental results 

5.1 Simulation results 

Simulation was performed on Simulink-Matlab software. The model parameters are set as follows: 

weight of steel ball M = 0.001 (kg); coil resistance R = 2.4 (Ω); inductance L1 = 0.015 (H); magnetic 

force constant C = 1,4x10-4 (Nm2/A2); gravitational acceleration g = 9.8 (m/s2); and K = 0.05; 

In Figure 3 and 4 shows the position response and velocity of the affected member when moving from 

initial position xb = 20 (mm) to position x = 10 (mm) and standing still. From the graph we see with 

the proposed control law having better response in terms of time and no overshoot in the position 

channel than with the linear feedback control law. But on the velocity channel, the period of change is 

smaller, but the response time is better.  
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Figure 3. Response to the position of the ball  Figure 4. Response to the velocity of the ball 

 

5.2 Experimental results 

In order to demonstrate the physical performance of the control laws of the proposed method, 

experiments were conducted on the embedded control system of the magnetic levitation test system. 

The model has been independently developed at the "Control Systems" laboratory at Le Quy Don 

University by our team. The model of the magnetic levitation system covering the embedded 

controller, the power supply, the magnetic sensor, the H-bridge circuit, and the magnetic suspension 

system, as shown in Figure 5. The proposed control algorithm can be programmed in microcontroller 

of embedded system. 

 

 

Power 

Coil 

Sensor 

Steel Object 

H-Bridge 

Embedded Control  

System 
 

 

Figure 5. Magnetic levitation test with embedded control system. 

 

To show the good control effect of this method, we proceeded the following method. Allow the 

magnetic carrier to shake from the desired position later during stabilization always have an impact on 

the carrier. Experimental results are shown in Figure. 6. From the experimental results, the system 

works stably. The system transition time is 0.25 (s) from 0.8 (cm) to the zero position. But with the 

control method using PWM pulses, during the stabilization process, the magnetic object always 

fluctuates around the original coordinates with very small amplitude 1(mm). 
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Figure 6. Response to the position of the ball on the experimental model 

 

6. Conclusion 

In the presented study, an embedded system based on microcontroller for magnetic levitation system. 

The fast-acting optimal proximal control algorithm ensures the system is asymptotic for some objects 

even when the mathematical model of the system is incomplete or the mathematical model parameter 

is incorrect. Specifically, an embedded magnetic lift control system is designed based on 

microcontroller AVR. According to the physical model, the mathematical equations of the system are 

then deduced. Fast-acting suboptimal response controller is designed. From the simulation results of 

the proposed controller and the conventional linear regression controller, shows the advantages of the 

proposed controller with inadequate mathematical model. In the experimental results show the 

controller performance on the embedded system built. The error and transient time well meet the real 

system requirements. In the next studies, the authors will offer solutions to build the suboptimal 

controller with fast impact when the mathematical model is complete.  
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Abstract. In this paper, a new technique for synthesizing control laws of stabilizing rotary 

inverted pendulum is proposed. The key of the proposed method is combination of linear 

quadratic regulator (LQR) method and Lyapunov function such that the control system can 

achieve higher performance. The Lyapunov function-based methods guarantee the globally 

approximate stability; however, they face to the difficulty of constructing an effective 

Lyapunov function. On the other hand, the LQR-based methods have been shown the ability to 

achieve high performance only if the control system has a weak nonlinearity and/or operate 

around equilibrium point. Combining them may partially deal with their limitations. The 

effectiveness of the proposed method is examined by experiments on the rotary inverted 

pendulum and compared with the LQR method. The results show that the proposed method has 

achieved a better performance. 

1. Introduction  

The Rotary Inverted Pendulum, which was first proposed by Furuka et al. [1], is a well-known test 

platform to verify the control theories due to its static instability. Designing controllers for many real-

life applications such as aerospace vehicles and robotics [2-3] has shown that studying on the rotary 

inverted pendulum plays a key role to go further. 

There are several methods, which have been proposed for the swing-up and stabilizing control of 

the rotary inverted pendulum in the literature. Akhtaruzzaman and Shafie [4] proposed a method that 

used proportional - integral – derivative (PID), fuzzy control and LQR techniques to balance the 

pendulum in its upright position. Chiem at al. [5] presented a method that uses quasi-time optimal 

control approach. Wen at al. [6] used Lyapunov control method to design control laws for stabilizing 

the rotary inverted pendulum. Rojas–Moreno at al. [7] designed a fractional order-based LQR 

controller for the system. However, many limitations of those methods such as complexity and strictly 

operated conditions are still presented and need to be solved. 

Among many approaches, the Lyapunov method is an effective method, which can be applied to 

both linear and nonlinear systems. Especially, performance and characteristics of a complex system 

can be analysed by using analytic expression of designed control laws. In addition, the LQR method is 

an optimal control method, which was originally designed for linear systems and applied in many 

applications. To guarantee both stabilization and achieving high operating performance of the rotary 

inverted pendulum as illustrated in Figure 1 around equilibrium point, a method that combines the 

LQR and Lyapunov methods is proposed in this work. 
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The remaining of this paper is organized as follow. Section 2 introduces the mathematical model of 

the rotary inverted pendulum, in which the linear model is obtained. The control laws, which are 

designed by combining the LQR and Lyapunov methods, are presented in Section 3. Section 4 

illustrates some simulation results as well as discussions. Finally, Section 5 concludes the paper.  

 

 

Figure 1. Schematic presentation of the rotary inverted pendulum 

 

2. Mathematical model of rotary inverted pendulum 

The rotary inverted pendulum illustrated in Figure 1, includes a rotating arm, which is driven by a 

motor, and a pendulum mounted on arm’s rim. The pendulum moves as an inverted pendulum in a 

plane perpendicular to the rotating arm. α (angular displacement of the arm) and β (angular 

displacement of the pendulum) are used as the generalized coordinates to present the inverted 

pendulum system. Parameter settings for the system are set according to Table 1. 

 

Table 1. Parameter settings for the open-source rotary inverted pendulum 

Parameters Values Functions (unit) 

L 0.2 Length of half pendulum (m) 

M 0.1 Mass of pendulum (kg) 

J0 0.001 Moment of inertia at the load (kg.m2) 

 

Assuming that friction at all connected points is zero, applying Lagrange method, the mathematical 

model of the rotary inverted pendulum can be described as follows [8]: 
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(1) 

where, r is rotating arm length; g is gravitational constant; u is moment generated by motor. 

Converting Eq. (1) into the state space from, we obtained: 
.
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(3) 

Linearizing Eq. (2) at the equilibrium point,  0 0 0 0
T

x  , it becomes 

 

1 1

2 2

0 0

3 3

2
4 4
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2 22 2 4 4 34 4 3

0 1 0 0 0

3 4
0 0 0
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J
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x x
x A x B

x x

x x rg mgr

 
(4) 

 

3. Design of control laws based on LQR method and Lyapunov function 

3.1 Design of control laws using the LQR method 

To regulate the system about the upright equilibrium point, control laws for the rotary inverted 

pendulum are designed by using the LQR method. Particularly, the control signal: ( ) ( )u t Kx t   is 

designed such that objective function JLQR is minimum. 

0

( )T T

LQRJ x Qx u Ru dt



   (5) 

where Q and R are positive matrices. 1

0

TK R B P  is defined by solving algebraic Ricatti 

equation, in which P matrix has to be satisfied the following condition: 
1

0 0 0 0 0T TPA A P Q PB R B P     (6) 

By substituting the system parameters as given in Table 1, and A0, B0 in Eq. (4), we get P as 

follows:  
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1.3528 0.4151 -3.4828 -0.5545

0.4151 0.4897 -4.1572 -0.6544

-3.4828 -4.1572 38.3713 5.5650

-0.5545 -0.6544 5.5650 0.8764

P

 
 
 
 
 
 

 (7) 

with  Q and R are defined as follows: 

1 0 0 0

0 1 0 0
; 1;

0 0 2 0

0 0 0 1

Q R

 
 
  
 
 
 

 

Hence, the control signal is presented by: 

0.4142 ( )  0.5607 ( )  8.3021 ( )  1.4376 ( )
1 2 3 4

( )
LQR

x t x x t x tu t t     (8) 

 

3.2 The proposed method for designing  control laws   

Based on works from Le Tr Th. [9-10] for designing control laws using Lyapunov function, Eq. (2) for 

affine nonlinear systems can be rewritten as follows: 
.

( ) ( ) fx f x B x u   (9) 

where f(x) is a differentiable and nonlinear function with f(0) = 0.  

In this work, we propose to define f(x), B(x) and uf with following forms: 

   0 0
f x A x f x    

   0B x B B x   (10) 

f LQRu u u    

By substituting Eq. (10) to Eq. (9), we obtained: 

         
.

0 0 0 1 1( )T Tx A B K x f x B x K x B x u A x f x B x u            
 (11) 

The control laws derived from the Eq. (11) ensure the rotary inverted pendulum stable around the 

equilibrium point. In order to obtain high accuracy and fast convergence, Lyapunov function is 

selected by using quadractic function V(x) as follows: 

  TV x x Px  (12) 

where P is a matrix obtained by solving Ricatti equation as in Eq. (6). Calculating the first 

derivative of V(x), we get: 

( ) ( ) 2[ ( ) ( ) ]0 0
T T T T

V x x A P PA x x Pf x x PB x u     (13) 

Since 0 0 0 0

T T
A P PA Q PB B P     is negative matrix, according to Lyapunov stability theorem 

[11] , the system is stable if and only if the selected u(x) make ( ) 0V x   in all system trajectories. 

Hence, the control law, uf , is designed as the following form: 
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0 00, if ( ) [ ] or

( )
, if ( ) [ ] with ( ) 0

( )

( )

0 0

T T T

T
f LQR

T

x Pf x x Q PB B P x

x Pf x
x Pf x x Q PB B P x x PB x

x PB x

Tx PB x

T T T T
u u u

  

   

 






  



 (14) 

where   is a small constant that making u does not go to infinity;   is a constant in [0, 0.5). 

Note that, the detail of u is not presented here for the purpose of simplifying and compact. 

 

4. Simulation results 

In this section, the simulation results for two cases: the initial point of the pendulum is close to and far 

from the equilibrium point, will be represented. In each case, the system response will be estimated for 

both the LQR method and the proposed control law. 

In the first case, the initial position of the pendulum is set with x0 = [0, 0, π/18, 0]. Figure 2 and 

Figure 3 indicate that both methods can stabilize the rotary inverted pendulum with similar system 

responses. This is consistant with the theorical analysis in Section 3: around the equilibrium point, 

uLQR will dominate in the control signal. 

In the second case, the initial position of the pendulum is set with x0 = [0, 0, π/5, 0]. Figure 4 and 

Figure 5 show the arm and pendulum responses for the considering methods. From the results, we can 

observe that the proposed method outperforms the LQR method in all performance criteria such as 

overshot, settling time. However, the figures also reveal that the switching step of the proposed control 

law has relay form. As a result, oscillation will be occured in the process that the system converges to 

the equilibrium point. This is an undesired phenomenon of mechanical systems. 

 

 

Figure 2.   and   responses for the LQR and proposed methods of the first case 
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Figure 3.  and   responses for the LQR and proposed methods of the first case 

 

5. Conclusion 

In this paper, a new method for designing control laws of stabilizing rotary inverted pendulum is 

represented. In essence, the proposed method is the combination of LQR method and Lyapunov 

function-based method such that the advantages of each method can be enhanced, simultaneously, 

their disadvantages may be eliminated. While the Lyapunov function-based method can guide the 

system to the equilibrium point effectively, the LQR method can help the system operating with high 

performance around the equilibrium point. The proposed control law has been theoretically analysed 

to prove the capability of globally approximate stabilization. The simulation results also reveal that the 

proposed method outperforms its counterpart. However, it still exist a limitation which is introducing 

oscillation when switching control signals. As a future work, we will consider solutions to get rid of 

the limitation. In addition, stability and robustness of the system will be examined in the presence of 

noise.  

 

 

Figure 4.   and   responses for the LQR and proposed methods of the second case 
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Figure 5.  and   responses for the LQR and proposed methods of the second case 
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Abstract. In this paper, a methodology for designing quasi-time optimal cascade controller for 
ball and beam system is presented and the result is compared with LQR method as well as 
implemented on real system. Ball and beam system is a highly non-linear system, its 
parameters are difficult to estimate accurately and easily affect by disturbance. In designed 
method, a mathematical model describing the system is built, including a motor that creates a 
rotation of beam and is divided into two subsystems when synthesizing the cascade controller 
for the system. The first floor is the beam subsystem with the output is the angle as the set 
value for the second floor, which is ball subsystem. The controller is synthesized for each 
subsystem based on the quasi-time optimal control. The advantage of this method is the 
synthesizing control law with non-linear system. The simulation results show the effectiveness 
of the proposed design. 

1. Introduction  
Ball and beam system is a typical system used in study of modern and intelligent control theory. It 
consists of a rigid beam rotating freely in a vertical plane around the axis while a Ball rolls along the 
beam. It can be categorized into two configurations. The first configuration is often called as “Ball and 
Beam Balancer”, in which the beam is supported in the middle, and it rotates against its central axis. 
The second configuration is built with the beam supported by two level arms on both sides. One of the 
level arms acted as the pivot, and the other is coupled to motor output gear. The purpose of ball and 
beam system is to hold the ball in a desired position on the beam, the ball position cannot be controlled 
directly but only through changing the angle of beam. 

Among the studies on the first model, the study [10,11] uses the classic PID controller but the 
results are not good because the model is highly nonlinear, so the classical controller is not suitable for 
nonlinear control applications. The study [2] presents the approach based on Lyapunov method 
combined with the nonlinear observer showed positive results, but when designing the controller, the 
control quality is not really good. In the works [12] presenting LQR method for shading system and 
bar with good results. But this method is limited when using a linear model, it does not show all the 
dynamic nature of the system. Some studies using intelligent control methods such as [3-5] present the 
method of designing controllers using Neuron Network and Fuzzy Logic Type-2 that have been 
successful and have good simulated results, but not yet applied on real system. In the study [1,6], the 
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authors have used quasi-time optimal control laws for very good simulation results, but the control 
laws are too complicated. 

The rest of the paper is organized as follows: Part II is for physical modelling of ball and beam 
system; part III is an overview of control structure diagram and the method to synthesis the quasi-time 
optimal cascade control for the ball and beam system; the simulation results are evaluated and 
compared with the LQR. Finally, the enforcement of quasi-time optimal cascade controller on actual 
ball and beam system is indicated in part IV. 

 
2. Dynamical model of the ball and beam system 
The first configuration is shown in Figure 1, the beam is supported in the middle, and it rotates against 
its central axis. Most ball and beam systems use this type of configuration. This type has the advantage 
of easiness of building and the simplicity of the mathematical model, but the motor need the high 
torque. 
 

M,Iball

Ibeam

x
r

y

Motor DC

 

Figure 1. Ball and beam system 
 

The parameters of system as follows: ball mass M = 0.05(kg); ball radius r = 0.002(m); moment of 
inertia of the ball Iball = 2.10-6(kg.m2); moment of inertia the beam Ibeam = 0.02(kg.m2); gravity g= 
9.81(m/s2); moment of inertia of the motor Jm = 0.049.10−4(kg.m2); R=2.7 (Om)- armature 
resistance; motor’s Torque constant Kt = 5.3.10-3(Nm/A); back EMF constant Ke = 5.10-3 (Vs/rad); 
gear ratio Kc = 27. 

Assuming that friction at all connected points is zero, applying Lagrange method, the mathematical 
model of the ball and beam system can be described as follows [1,9]: 

 

     

2
2

2 2 2

sin 0

2 cos

ball

m c t e c c t

x Mg Mx

R mxx Rmg x K

I
M

r

B mx K K K RK b K U



  





  

   

    
  



  

 (1) 

From equations (1), the state equation with the state variable 1 2 3 4( , , , ) ( , , , )T Tx x x x x x     as 

follows. 
  

 

           
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2
sin1 1 4 3
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3
2 2

24 cos4 1 2 4 1 32 2 2 2 2
1 1 1 1 1
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x x x x
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R B Mx R B Mx B Mx B Mx B Mx





   
    

 
 

   
   
   
    
     

  
   






 
(2) 

218



Where 2
2

; ;ball
ball beam c m

I
A M B I I K J

r
      

3. The design of cascade controller with quasi-time optimization for ball and beam system 
3.1 Control cascade structure diagram of ball and beam system 
In the study [1,6-9], it is proposed the control law with quasi-time optimization, but the control law is 
too complicated to implement on embedded systems. In the ball and beam system, it is necessary to 
control the position of the ball and also to bring the beam to the horizontal position. Therefore, the 
authors propose the structure diagram of the ball and beam system with two controllers: the position of 
ball and the angle of beam. The control structure diagram of the ball and beam system is shown in 
Figure 2. The position controller based on the desired position value and current state to give the set 
value to the angular control of the ball and beam system. The angle controller based on the error 
between the set value and the state of the system gives the torque impacting on the ball and beam 
system. 
 

Angle 
controller  of 

the beam

θ 
x

Xsp

θ' x'

Position 
controller of 

the ball

θsp U Beam 
Subsystem

Ball 
Subsystem

 

Figure 2. The control structure diagram of ball and beam system 

 
3.2 The synthesis of quasi-time optimal cascade controller for ball and beam system   
In order to synthesize the quasi-time optimal cascade control law on the embedded system and 
simplifies the control law, the authors propose to separate the original system into the two subsystems 
with the mathematical model of each subsystem after linearizing the equations (2) as follows. 

The model of ball subsystem with state variable 1 2( , ) ( , )T Tx x    : 

1 2

2 1

x x

x
Mg

U
A



 








 (3) 

The model of beam subsystem with state variable 1 2( , ) ( , )T Tz z     :  

2 2

1 2

2 2

2
c tc e t c

z

K KMg
z x U

B RB

z

K K K K b
z

RB B



   


    
  




 (4) 

The direction of quasi-time optimal control is presented in the studies [1,6-9]. For subsystems (3), 
(4), the selected virtual equations has the form (5): 
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(5) 

System (3) and (4) has a controlled Jordan form. The virtual system is selected as (5) then the ball 
position will be guaranteed to return to the preset position with quasi-time optimization. The quasi-
time optimal control laws are found when solving equations (4) with y1 = x1 – xsp in equations (4) and 
y1 = z1 in equations (5). The formula of U1 and U2 have the form (6) and (7). 

 

     
sp sp2

1 11 11.5 0.52 22 212
sp 11 sp

1

11

x x xA
U

M

x1
v x v

x x x
g

x


 



  
   
   
         

 
  (6) 

   
2

2 21 11.5 0.52 2 2 2
22

21

c
2 c e

1
c

2
t t

RK b MgR
U K K x

K K K

1
v v

 
 


 


 

     


 
      

 
 

(7) 

 
4. Simulation and experiment results 
4.1 Simulation results  
By the method described above, the synthesized control laws U1, U2 provides the stable control over 

the ball and beam system. The simulation results with initial values are as follows: 0spx  , (0) 0.5x  , 

  00 x ,  0 0.4  ,  0 0  . The parameters of quasi-time optimal controller with U1, U2: 

1 2 1v   , 11 12 21 220.4; 0.3; 0.4; 0.5       . Figure 3 shows the response of the ball position 

with the proposed method (CAS-KOB) and LQR is presented in the study [1]. It is clear that the 
position response of ball to proposed method is more stability than the LQR controller. Figure 4 shows 
the angle response of beam according to the proposed method for faster and more stable response than 
LQR, although the higher overshoot at the first time. 
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Figure 3. The position response of ball 
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Figure 4. The angle response of beam 

 
4.2 Experiment results  
The quasi-time optimal cascade control law is implemented on real-time embedded system and the 
model made by the authors (Figure 5). The parameters are as follows: the travel distance of ball is 0.5 
(m), the other parameters are the same as the simulation. 

Beam

Motor+Encoder

Ball VL53L0X

Board 
Arduino 

Power 12V
Bridge 

Cỉcuits H 

 

Figure 5. Experimental model of ball and stick systems. 
 

Figures 6 and 7 show the angular and position response of the ball and beam system using the 
proposed controller, and we see that the optimal controller has worked with the designed ball and 
beam model. The ball is always guaranteed at the desired position and only fluctuates slightly around 
the equilibrium position. The fluctuations of the ball position around the set point tend to fade. At the 
same time, we also see that the response of the beam angle and the ball position sometimes fluctuate 
due to the mechanical errors of the gearbox, the measurement error when using the radar VL53L0X 
distance sensor. Another reason is that the control law is not optimal with the real model because υ, ε 
in the simulation are only approximate. 
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Figure 6. The position response of ball on embedded system. 
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Figure 7. The angle response of beam  

on embedded system. 
5. Conclusion 
The results obtained when synthesizing control laws of the ball and beam system according to the 
proposed method show that the control law still remains the advantages of the quasitime optimal 
control for complex technical systems with high nonlinearity. In addition, the proposed method is 
much simpler than the quasi-time optimal control law when not separated into two subsystems. 
Therefore, the proposed method of this method are easily implemented on embedded systems. 
Comparison with the traditional LQR controller shows that the setting time when using the 
synthesized controller proposed in the paper is better. Future studies will supplement the research on 
sustainable controller and adaptive parameters of the control law when the object model is uncertain.  
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Abstract. Modern hydraulic structures require highly reliable water-supply channels, free-flow 
pipes and open spillways. Therefore, they must be built with considering dynamic properties of 
the affecting flow. The theory of one-dimensional open flows cannot answer many questions 
raised by the hydraulic engineering practice. Hence, this paper considers two- dimensional 
graphical open flows, with separate particular models following from the general theory, 
important for designing couplings, curves in more complex constructions (two different 
channels) required in hydraulic engineering (Hydraulics technical structures) (HTS). And the 
more such models are obtained, the more opportunities will appear for scientists and designers 
to synthesize more complex structures required in HTS. 
This study identifies three elements, and three simplest models of two-dimensional graphic open 
water flows similar to flat models: a source, a vortex and a vortex source. The number of such 
individual models will continue to increase and expand the range of possibilities for designing 
more complex water technical objects (WTO). 
The models are obtained analytically from solving the system of two-dimensional graphical open 
potential water flows in the plane of the velocity hodograph. The elementary construction of 
each model includes an analytical solution for the potential function and the stream function. 
The paper considers the problem of determining the parameters of a two-dimensional graphical 
open water flow at any point in the flow: a source, a vortex, a vortex source. The practical 
significance of the models lies in the possibility to use the results by the designers of hydraulic 
structures both at the first stage of solving problems and at the subsequent ones, with flow 
resistance forces taken into account. 
The study also represents the transition method from the plane of the flow velocity hodograph 
to the flow diagram by integrating the models in the plane of the velocity hodograph from the 
condition of the connection between the considered planes. 

1. Introduction 
The design of modern hydraulic structures is closely associated with comprehensive consideration of 
impacting dynamic properties of the flow. Continuously increasing dimensions and requirements for the 
reliability of water supply channels and free-flow pipes as well as open spillways require deep 
knowledge of the specific properties of open streams. 

The classical one- dimensional flow theory cannot give answers to many questions raised by the 
hydraulic engineering practice. The two- dimensional graphical flow is a flow in an open channel, whose 
surface width is several times greater than the depth, the bottom relief is smooth and the current 
curvature in the graph is not great. 
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Scientists V.M. Makkaveev, N.M. Vernadsky, N.T. Meleschenko, G.I.Sukhomel, S.I. Numerov, 
A.T. Ippen, R. T. Knapp where the first developers of the 2D graphical open streams theory. Both 
Russian and foreign works mainly consider potential flows in a horizontal channel and this made it 
possible to use the well-known gas-hydraulic analogy and the method of characteristics associated with 
it. The results obtained in the works mentioned above are fundamental and retain their significance 
today. 

The theory under consideration was later developed in the works of S.N. Numerov, who extended 
the calculation method based on characteristics to the case of vortex motion, and also for the first time 
took into account the friction forces and gave a numerical calculation method. In addition, S.N Numerov 
solved some problems of the two-dimensional theory in relation to slow graphical flows. A number of 
articles and a dissertation by I.A. Sherenkov are devoted to a detailed study of the problem of spreading 
a rapid current on the basis of the 2D theory. I.A. Sherenkov developed an original method for 
calculating a potential flow by characteristics as well as a numerical method that takes into account 
friction and bottom slope. 

A number of foreign authors (A. Ippen, H. Rouse, D. Harleman, D. Dawson, R. Knapp) used the 
fundamentals of the theory of two-dimensional potential flows to construct calculating methods for 
transitional sections of rapid currents. They also carried out a number of experimental studies. 

This study represents further research of previous studies of other authors [1-8]. Paper [9] gave 
solutions for plane problems of potential flow hydrodynamics which have both special theoretical and 
practical significance. However, similar problems can be solved for 2D graphical flows. 

The aim of this work is to solve problems of spreading two-dimensional graphical, potential, open, 
stationary water flows. Namely, solving the problems of: 

 two-dimensional graphical source; 
 two-dimensional graphical vortex; 
 a two-dimensional graphical vortex source. 
The urgency of solving these problems is obvious, since their solution is to expand the capabilities 

of the two-dimensional plan flows’ hydraulics [10-20]. 
 

2. Formulation of the problem 
We proceed from the flow plane motion equations system of the velocity hodograph for the research. 
This system has the form [8, 19]: 

 

 
 

0
2

0

0

0

3τ 1φ ψ
;

τ 2 θτ 1 τ

φ τ ψ
2 ,

θ 1 τ τ

h

H

h

H

              

 (1) 

where τ,θ  are the independent parameters: 
2

0

τ=
2g

V

H
 – defines the speed-dependent parameter; V – is 

the local flow rate;  – is the angle characterizing the two-dimensional flow velocity vector direction; g 

– defines gravity acceleration;  φ φ τ,θ  – is the potential function;  ψ ψ τ,θ  – is the current 

function; 
2

0
0 02g

V
H h   – is constant for the entire flow - hydrodynamic head; 0 0,V h  – are the local 

velocity and depth values at some characteristic point of the flow. 
The system (1) is also complemented by D. Bernoulli's integral for two-dimensional flows:  
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2g

V
h H   (2) 

moreover  

  1 2
0 0τ 2g ; 1 τ .V H h H    (3) 

 
Figure 1. Flow diagram of a two-dimensional vortex 

 
The system (1) has a whole range of analytical solutions [8, 19]. However, to solve the problems 

formulated in this article, we choose the following configuration from the spectrum of analytical 
solutions: 

 

 2 0
1

0

1 0
2

0

ψ ln τ τ θ;
2

τ 2
φ ln θ.

2 1 τ 1 τ

C H
C

h

C h
C

H

              

 (4) 

It is possible to verify by direct verification that the equation (4) is a solution to the system (1). This 
design is basic for the following tasks: source, vortex, vortex source. 

In case of a two-dimensional source from the configuration of analytical solutions (4), we single out 
the following: 

 
1

1 0

0

ψ θ;

τ 2
φ ln .

2 1 τ 1 τ

C

C h

H

           

 (5) 

Since the spreading of the flow is radial, the streamlines are rays emanating from the origin, see 
figure 1. This problem was solved and presented in [8, 9] for both quiet and turbulent flows. 

The problem is solved from the general provisions of the two-dimensional potential plan flows theory 
for the first time for a two-dimensional vortex, and the configuration is singled out from (4): 
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 2 0

0

2

ψ ln τ τ ;
2

φ θ,

C H

h

C

   
 (6) 

where  = const – defines the streamlines;  = const – defines the equipotential lines. 
 
3. The solution of the problem 
3.1. A two-dimensional vortex parameters’ determination  
For definiteness, the flow is assumed to be turbulent: 

 
1

τ 1.
3
   (7) 

3.2. Flow spreading scheme in the physical domain 

From the condition of the connection between the flow plan  OXY  and the speed hodograph plane 

Г(τ,θ) we have [7, 8]: 

    
θ

0
1 2

0 0

φ ψ .
1 τ τ 2g

ih e
d x iy d i d

H H

        
 (8) 

Since along the streamline dψ = 0, the following comes from (8): 

 
1 2 1 2

0 0

φ cosθ φ sin θ
; .

τ 2g τ 2g

d d
dx dy

H H

    (9) 

Having determined the differential from (6)  

 2φ θ,d C d  (10) 

from (9) follows the system of equations 

 2 2
1 2 1 2

0 0

cosθ θ sin θ θ
; ; tgθ.

τ 2g τ 2g

C d C d dy
dx dy

dxH H

       (11) 

Integrating (11), we obtain: 

 2 2
1 2 1 2

0 0

sin θ cosθ
; .

τ 2g τ 2g

C C
x y

H H

    (12) 

Raising both sides of the equalities in (12), adding them and using the main trigonometric identity, 
we obtain: 

 
2

2 2 2 2

0

.
2g τ

C
r x y

H
  


 (13) 

 
3.3. The vortex streamline equation at a fixed  – circle equation 
We define the constant С2 from the condition that for r = r0:  

 0 0 0; ; τ τ .V V h h    (14) 

Therefore: 

 2 2
2 0 0 02g τ .C H r    (15) 

It is possible to solve the problems of the constant with the found value from (13): 

 setting the parameter ,  0τ τ ,1 , the vortex trajectory radius is determined; 

 setting the radius, it is possible determine  and further local speed and depth: 
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 
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1 τ .

V H

h H

   
 (16) 

It is also seen from (13), (16), that for τ 1  

2
max 0 пр

0

2g ; 0; .
2g

C
V V H h r r

H
      

Along the equipotential: 

 2 0

0

φ 0;

1 τ
ψ τ.

2 τ

d

C H
d d

h


     

 (17) 

And it follows from (8):  

 

2
3 2

0

2
3 2

0

1 sin θ
τ;

2 τ2

1 cosθ
τ.

2 τ2

C
dx d

gH

C
dy d

gH

      

 (18) 

It follows from (18):  

 ctgθ.
dy

dx
  (19) 

Comparing last equation (11) and (19) we see that streamlines and equipotential lines are mutually 
orthogonal, since the condition [21] is satisfied according to (11) and (19): 
  tgθ ctgθ 1.    (20) 

Integrating the system (18) and setting the integration constants to zero, since the constant С2 had 
already been defined earlier, we get the system: 

 

2

0

2

0

sin θ 1
;

2g τ

cosθ 1
;

2g τ

C
x

H

C
y

H

      

 (21) 

ctgθy x   is the equipotential equation. 
It becomes obvious from the comparison of (12) and (21) that the circle intersection points coincide 

with the rays themselves. Therefore, since 0τ τ 1, then the system (21) describes the segments of 

rays emerging from the points on a circle with radius r0 and up to a circle with limiting radius rlim. 
Depths h on a circle of limiting radius rlim tend to zero, the velocity tends to the maximum possible for 
turbulent flows:  

max 02g .V H  

For a vortex source with the origin at the coordinates center, it is necessary to choose a structure (4) 
in the form of absorbing both the source and the vortex. 

The procedure for solving the problem in principle coincides with the solution of the source and 
vortex problems. 
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4. Conclusions 
The two-dimensional potential flows problems in terms of potential flows can be solved using the 
analytical solutions of the velocity hodograph plane system. It is quite simple to find a solution to the 
problems: a source, a vortex and a source. 

The research started in this article, with a detailed study of turbulent and quiet flows and with further 
consideration of the flow resistance forces, can be presented within the framework of the dissertation 
work. 

The convenient, simple algorithms for calculating two-dimensional plan flows in terms of source, 
vortex, vortex source have been shown in the presented work. 
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Abstract. The article discusses the influence on the physical properties of a planar-oriented 

cholesteric liquid crystal (chlesterylpelargonate) with a thickness of 10-15 microns, the 

propagation of elastic waves in the ultrasonic range (exposure frequency 600 kHz). Changing 

the pitch of the crystal spiral leads to changes in its optical properties, which is shown in the 

modulation spectrum of light reflection from the cholesteric layer in the selective scattering 

region. It was found that a positive peak is observed at a light wavelength of 436 nm, and a 

negative peak at 427 nm. A technique of experimental measurements is proposed, which uses 

the principles of modulation spectroscopy, which makes it possible to record with a high 

degree of accuracy even insignificant changes in optical spectra, which are not possible to 

register with conventional optical spectrometers. By analyzing the reconstructed reflection 

spectrum, it can be concluded how the swirling of a liquid crystal affects the processes that 

occur in it during the propagation of ultrasonic waves. The considered nonlinear processes are 

interesting for creating ultrasonic light modulators based on liquid crystals. 

1. Introduction 

Interest in issues related to the influence of external factors on liquid crystals (LC) continues unabated. 

This is evidenced by the works of recent years, published by researchers from different countries [1-

14]. The various properties of liquid crystals, which are very interesting for practical application, 

depend on the equilibrium in the distribution of molecules. Orientational rearrangement of molecules 

caused by the action of ultrasound, heating, electric and magnetic fields, the effect on the chemical 

composition of the liquid crystal, by doping, lead to significant changes in their physical properties. 

For example, the authors of [3], using the effect of ultrasound on the liquid crystal layer, propose a 

lens with variable focus. Thanks to the use of LC, the design has a small size. In [4], a new generation 

device for displaying information on a cholesteric liquid crystal (CLC) containing a chiral additive is 

considered. It reacts to a redox reaction, which improves the speed of the device and reduces its power 

consumption. The influence of sound waves on biological systems is still relevant for medical 

research. Cholesteric liquid crystals are used as models of living cells. And we can continue to give 

similar examples. 

Below are the results of studying the optical properties of cholesteric liquid crystals under the 

action of ultrasound on them. To describe the propagation of an ultrasonic wave in a CLC, in addition 

to the functions of the density of sound energy, medium, angular momentum, a variable is introduced 

associated with the pitch and angle of inclination of the spiral. In the first case, the internal structure of 

a nematic liquid crystal has no significant effect on the propagation of an ultrasonic wave, and the 

speed of sound actually coincides with the speed of sound of the isotropic phase. In the second case, a 

ctor qo of the spiral of the twist-

231



 

parameters of the spiral change, the optical properties of the NLC should change with the propagation 

of the ultrasonic wave. 

 

2. Research objects and experimental technique 

Let us consider an experimental situation in which the transverse wavelength is greater than the pitch 

of the spiral. An experimental study of the propagation of an ultrasonic wave in swirling liquid 

crystals is difficult due to a number of side factors associated with a change in the pitch of the CLC-

coil. These factors include crystal heating, as well as significant orientation effects. In this regard, 

experimental studies of the propagation of an ultrasonic wave should be carried out at sufficiently low 

intensities of ultrasound acting on the CLC and with continuous heat removal. Taking this 

circumstance into account, a special registration technique was developed, which is based on the 

principles of modulation spectroscopy. This technique allows accurate measurements of subtle 

changes in spectra that are not recorded by conventional optical spectrometers. 

The essence of the method is as follows: the action of an ultrasonic wave periodically changes the 

pitch of the CLC-coil and, accordingly, with selective scattering of light, the wavelength changes, and 

with monochromatic radiation, the intensity of the scattered light flux. These changes are recorded by 

the photodetector, separated from the noise and converted to a form convenient for measurements by 

the phase-sensitive detection system, and then are presented, for example, in the form of the ratio of 

the variable  and constant I of the signal components. 

The  ratio can be measured in various ways. The simplest is to register only  at constant I in 

the entire spectral range. To determine  in this case, it is necessary to introduce a correction factor 

into the final result, which is determined by the value of I. This problem was solved by maintaining a 

constant signal level at the output of the photoelectric multiplier by changing the voltage across the 

diodes using a phase-sensitive amplifier, which through the feedback circuit in the source high voltage 

was controlled by a computer. After preliminary amplification, the alternating signal was fed to a 

selective amplifier, then to a voltage converter. A reference voltage with a frequency of 79 Hz was 

supplied to the voltage converter from a low-frequency generator, which was also used to modulate 

the high-frequency signal of the generator, which was carried out for the convenience of recording and 

isolating the useful signal against the background of noise. 

Cholesteric liquid crystal (cholesteryl pelargonate) was placed in a flat capillary, where it formed a 

planar texture, and its state was monitored by a microscope. The thickness of the capillary was set by 

mica gaskets and was 10 - 15 μm. A longitudinal ultrasonic wave was excited using a shear transducer 

made of a bismuth selenite crystal with a resonance frequency of 600 kHz. Its acoustic contact with 

the cell was carried out by gluing it with a Canadian balsam. The experimental cell with a 

piezoelectric transducer was placed in a thermostated chamber, the temperature of which was set with 

an accuracy of 0.1° C and controlled using a chromel-alumel thermocouple. Data on temperature and 

 value were output through two channels to a computer. 

 

3. Research results and their discussion 

The measurements performed made it possible to reveal modulation features in the reflection spectrum 

of CLC in the region of selective light reflection for this type of crystal. As an example, Figure 1 

shows the differential spectrum of cholesteryl pelargonate. 
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Figure 1. Modulation spectrum of light reflection from the CLC layer in the selective scattering 

region (T = 345 K) 

 

A positive peak is observed at 436 nm and a negative peak at 427 nm. According to the 

experimental conditions, this is the differential spectrum of the first derivative of I, since the amplitude 

of the modulating field was small (pressure Р103 dyn/cm2) and the value of I/I remained small. By 

restoring the original shape of the selective reflection line from this differential spectrum, one can 

determine the coefficient of the photoelastic effect. The reconstructed reflection spectrum showed 

complete coincidence with the shape of the selective scattering line, the form of which is shown in 

Figure 2. 

 

 

Figure 2. The reconstructed shape of the selective scattering line 

 

To assess the photoelastic effect, it is first necessary to estimate the differential of the reflection 

coefficient of light from a CLC at angles of incidence close to normal [11]: 

233



 

,
)2(sin

)2(sin
22

2





h

qh
I o


  где ,1

2/1
2

2

22



























 


o

oo

k

qk


  

 

(1) 

here  is the angle of light scattering, =(1-2)/(1+2), L is the crystal thickness, qо  is the wave 

vector of CLC structures, kо  is the wave vector of the incident light, 1 and 2 are dielectric 

permeability in the direction of the long and short axis of the molecules. 

From (1) we have (for kоqо) 

,
)2(

t

qqctg

I

I oo











 

(2) 

which qualitatively characterizes the changes in the differential spectrum. In addition, expression (2) 

predicts, under the condition 2qо2m the appearance of a number of additional features that 

appear in the experimentally recorded spectra (Figure 2). It should also be taken into account that 

formula (2) is applicable only in the ideal case; therefore, the finiteness of the I/I value is explained 

by the imperfection of the real image representing the polycrystal. 

4. Conclusion 

In conclusion, it should be noted that using the described nonlinear processes observed in a cholesteric 

liquid crystal, increasing the number of reflections of a light wave from the surface of the LC layer, it 

is possible to create light modulators and deflectors with a sufficiently large modulation depth and a 

large deflection angle. 
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Abstract. Significance of the studied problem is conducted due to the lack of simple and 

accessible engineering methods that allow predicting kinematic characteristics and selecting 

parameters of the main elements of modern robotic manipulators that include mechanisms of 

parallel structure in their design. The solution of such tasks allows determining the ranges of 

operational indicators of the designed technological equipment in advance, as well as to develop 

criteria for their analysis. An algorithm for applying the Lagrange II equations to determine the 

equations of plain hinged linkage mechanisms movement with four degrees of freedom is 

proposed. 

1. Introduction  

The modular method design of the basic mechanisms of technological equipment, such as robot 

manipulators used in food production, based on groups of normalized joint units has unmatched 

advantages in comparison with traditional design methods. The main of which are: 

 the possibility to design the specialized standard units without redundant functions, i.e. designed 

to solve a specific technological problem; 

 reducing of the design process complexity by predicting of kinematic characteristics and selecting 

needed parameters of the main elements of mechanisms; 

 increasing of the unit reliability due to the complete compliance of the mechanism design with 

the function that is performed for; 

 intensification of processes for the finish product obtaining [1-5, 7]. 

The main functional indicators of technological equipment, such as robot manipulators, are the load 

capacity, mobility, and, above all, its positioning error. One of the methods oriented for reducing the 

last indicator is the parallel structure mechanisms using. 

However, the complexity of their design prevents the widespread use of such systems. In this regard, 

the development of an engineering method used for kinematic characteristics predicting and parameters 

of the main design elements of modern parallel structure mechanisms selecting at the early stages of 

their design is an urgent scientific and practical task [12,14,15]. 
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2.  Formulation of the problem 

Figure 1 shows a general schematic diagram of a plain four-degree-of-freedom hinged linkage 

mechanism commonly used for the robotic arms development in food processing. 

 

 
 

Figure 1.  General diagram of a plain hinged linkage mechanism 

 

The model of a plain hinged linkage mechanism, which has four degrees of freedom, in general form 

can be represented as a mechanical system consisting of: 

 link 1, performing rotary movement in the horizontal plane relative to the point A, moving in a 

straight line; 

 link 2 pin-connected to the link 1 in the point B performing translational movement with it and 

rotation relative to the point B; 

 link 3, pin-connected to the link 2 in the point C, and performing translational movement with it 

and rotation relative to the point C. 

The problem formulation is to determine the algorithm for any link position finding for the plain 

hinged linkage mechanism with four degrees of freedom, depending on the time of its movement from 

mechanism rest. 

 

3. The proposed algorithm 

It is necessary to equation obtain that allow to unambiguously determine the position of the mechanism 

as a time function. The following algorithm is proposed for that purpose: 

 the independent kinematic parameters determination for every links of the mechanism; 

 to draw up a system of equations containing a unified characteristic of the links system in the 

form of the mechanism kinetic energy[6,8-11]; 

 to compose a mathematical expression for the mechanism kinetic energy in general form, as a 

function of the joint coordinate system; 

 to develop a mathematical model in the form of a system of differential equations describing the 

laws of movement of plain hinged linkage mechanisms with four freedom degrees; 

 to find a solution to the obtained system of differential equations that is sufficiently accurate for 

engineering problems for preliminary design, which makes it possible to establish the laws of 

motion for individual links of the same kinds of mechanisms. 
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4. General solution to the problem 

The position of link 3 at any time is determined by four independent parameters - coordinates хА, 1, 

2 и 3. Consequently, a mechanical system, for the first approximation subordinates to ideal, and 

confining and holonomic constraints, has four degrees of freedom and four Lagrange equations can be 

written for it in the following general form 3,11,16: 

 

d

dt
(

∂T

∂ẊA

)  - (
∂T

∂𝑋A
)
  

 =  Q  
(1) 

d

dt
(

∂T

∂φ̇1
)  - (

∂T

∂φ1
)
  

= Q1 

 

   (2) 

d

dt
(

∂T

∂φ̇2
)  - (

∂T

∂φ2
)
  

= Q2 
(3) 

 

d

dt
(

∂T

∂φ̇3
)  - (

∂T

∂φ3
)
  

= Q3 
(4) 

       
where: XA, 1-3– joint system coordinates; ẊA, φ̇1−3 – time derivatives of joint coordinates (generalized 

velocities); Т – kinetic energy of the system, expressed in terms of joint coordinates and generalized 

velocities; Q, Q1-3 – generalized forces. 

Let’s write an expression for the system kinetic energy T, where all the variable quantities included 

in it are given in joint coordinates and generalized velocities. The kinetic energy of the entire system 

can be represented by the corresponding sum 1-5: 

 

Т𝑚𝑒𝑐ℎ = Т1+Т2+Т3 (5) 

  

where: Т1, Т2 and Т3– kinetic energies of the mechanical system links. 

Link 1 moves at speed (portable) 𝑉𝐴
⃗⃗⃗⃗  and performs rotational (relative) movement in the horizontal plane 

(with an angular velocity 𝜔ВА) relative to the point A. Consequently, the AB link makes a plane-parallel 

movement. Then the kinetic energy of link 1 in general form can be represented as: 

Т1 =
𝑚1𝑉𝐴  

2

2
+ 𝐼1

𝜔𝐵𝐴
2

2
 

         

(6) 

 

𝑉⃗ А is the time derivative of the joint coordinate ХА and it is the generalized speed 𝑋̀А
̇ =  

𝑑𝑋𝐴

𝑑𝑡
. 

 𝜔ВА  -  respectively, the time derivative of the joint coordinate φ1, therefore, is the generalized 

velocity  𝜑1́ =
𝑑𝜑1

𝑑𝑡
 (the angular velocity of the link 1). Thus:  

 

Т1 =
𝑚1𝑋́𝐴  

2

2
+ 𝐼1

𝜑́1
2

2
;                (7) 

          assume that 𝐼1 =
𝑚1𝑙1  

2

3
; 

For the purposes of the mechanism kinematic study, the AB link can be considered as a homogeneous 

rod, then taking into account its moment of inertia, and the expression (6) can be rewritten in the 

following form: 

Т1 =
𝑚1

2
(𝑋́𝐴  

2 + 
𝐴𝐵2 ∙ 𝜑́1

2

𝟑
) 

(8) 

                     

Since the plane-parallel movement of a rigid body can be considered as the sum of its two simple 

motions: translational movement together with the pole and rotation around the pole [1,2,17,18], then, 
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based on this, link 2 moves together with link AB at a speed (portable) 𝑉В
⃗⃗⃗⃗  and at the same time performs 

rotational (relative) motion in the horizontal plane (with an angular velocity 𝜔ВС) relative to the point 

B. Consequently, the link BC makes a plane-parallel movement. Then the kinetic energy of link 2 in 

general form can be represented as: 

Т2 =
𝑚𝟐𝑉В  

2

2
+ 𝐼𝟐

𝜔𝐵С
2

2
;            

 

(9) 

Point B, which belongs to the AB link, makes a complex movement (Figure 2). 

Its absolute speed will be determined by the vector expression: 

𝑉⃗ 𝐵 = 𝑉𝐴
⃗⃗⃗⃗ + 𝑉В𝐴

⃗⃗ ⃗⃗ ⃗⃗   (10) 

                              
The velocity VB is found from the algebraic equation: 

𝑉𝐵
2 = 𝑉𝐴

2 + 𝑉𝐵𝐴
2 + 2 ∙ 𝑉𝐴 ∙ 𝑉𝐵𝐴𝑐𝑜𝑠(90 − 𝜑1) (11) 

    

since cos (90° — φ) = sin φ, then 

𝑉𝐵
2 = 𝑉𝐴

2 + 𝑉𝐵𝐴
2 + 2 ∙ 𝑉𝐴 ∙ 𝑉𝐵𝐴𝑠𝑖𝑛𝜑1 (12) 

     

where: 1 - the value of the joint coordinate at a given time. 

 

 
 

Figure 2. Diagram for the speed of point B determination 

 

 𝜔ВС  it is a time derivative of the joint coordinate 2 and accordingly, it is the generalized speed  𝜑2́ =
𝑑𝜑2

𝑑𝑡
 (angular velocity of the link 2).  

Thus: 

Т2 =
𝑚2𝑉𝐵  

2

2
+ 𝐼2

𝜑́2
2

2
 

(13) 

 

where it can be accepted that 𝐼2 =
𝑚2𝑙2  

2

12
; 

For the purposes of the kinematic study of the mechanism, the BC link can be considered a 

homogeneous rod, then taking into account the moment of inertia, the expression (13) can be rewritten 

in the following form: 

Т2 =
𝑚2

2
(𝑉𝐵  

2 + 
𝐵𝐶2∙𝜑́2

2

𝟏𝟐
);                      (14) 

 

By delivering (10) to (13) and taking into account that 𝑉𝐵𝐴 = 𝜔ВА ∙ ВА =  𝜑1́ ∙ ВА, it gets to the next 

form: 

Т2 =
𝑚2

2
[𝑋́𝐴

2 + (𝜑́1 ∙ 𝐵𝐴) 2 + 2 ∙ 𝑋́𝐴 ∙ 𝜑1́ ∙ ВА ∙ 𝑠𝑖𝑛𝜑1 + 
𝐵𝐶2∙𝜑́2

2

12
]   

 

(15) 

By the similar way, considering the movement of link 3 in the general case as complex, in accordance 

with [1,2,5,14,15] we can assume that the link 3 moves along with the aircraft link at a speed of 
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(portable) 𝑉С
⃗⃗  ⃗ and simultaneously performs a rotational (relative) movement in a horizontal plane (with 

angular velocity  𝜔С𝐷 ) relative to the point C. Therefore, the CD link performs a plane-parallel 

movement. Then the kinetic energy of link 3 can be represented as: 

Т3 =
𝑚3𝑉𝐶  

2

2
+ 𝐼3

𝜔𝐶𝐷
2

2
       

 

(16) 

assuming that 𝐼3 =
𝑚3𝑙3  

2

12
; then 

Т3 =
𝑚3𝑉𝐶  

2

2
+

𝑚3𝑙3  
2

12

𝜔𝐶𝐷

2

2
; 

(17) 

The point C belonging to the CB link performs a complex movement (figure 3). 

Its absolute speed will be determined by the vector expression: 

𝑉⃗ 𝐶 = 𝑉𝐵
⃗⃗⃗⃗ + 𝑉𝐶𝐵

⃗⃗ ⃗⃗ ⃗⃗                                                   (18)  

 

The value of the velocity VC is found from the algebraic equation: 

𝑉𝐶
2 = 𝑉𝐵

2 + 𝑉𝐶𝐵
2 + 2 ∙ 𝑉𝐵 ∙ 𝑉𝐶𝐵 ∙ 𝑐𝑜𝑠𝜑2 (19) 

    

where: 3 - is the value of the joint coordinate at a given time. 

 

 
𝑉𝐵

2 = 𝑉𝐴
2 + 𝑉𝐵𝐴

2 + 2 ∙ 𝑉𝐴 ∙ 𝑉𝐵𝐴𝑠𝑖𝑛𝜑1 ;       𝑉𝐶
2 = 𝑉𝐵

2 + 𝑉𝐶𝐵
2 + 2 ∙ 𝑉𝐵 ∙ 𝑉𝐶𝐵 ∙ 𝑐𝑜𝑠𝜑2 

 

Figure 3. Diagram for the point C velocity determination 

  

Taking into account (11) and taking into account that 𝑉СВ = 𝜔ВС ∙ ВС =  𝜑2́ ∙ ВС, gets an expression 

for determining the point C velocity: 

 

𝑉𝐶
2 = 𝑋́𝐴

2 + 𝜑́1
2 ∙ В𝐴2 + 2 ∙ 𝑋́𝐴 ∙ 𝜑1́ ∙ ВА ∙ 𝑠𝑖𝑛 𝜑1 + 𝜑́2

2 ∙ ВС2 + 2 ∙

(√𝑋́𝐴
2 + 𝜑́1

2 ∙ В𝐴2 + 2 ∙ 𝑋́𝐴 ∙ 𝜑1́ ∙ ВА ∙ 𝑠𝑖𝑛 𝜑1) ∙ 𝜑̇2 ∙ ВС ∙ 𝑐𝑜𝑠𝜑2             

(20)                                                                  

 

For the purposes of the mechanism kinematic study, the CD link can be considered as a homogeneous 

rod, then taking into account its moment of inertia, equation (20) can be rewritten as follows: 

Т3 =
𝑚3

2
(𝑉С  

2 + 
С𝐷2∙𝜑́3

2

𝟏𝟐
)                     

 

(21) 

By delivering (20) to (21) and taking into account that 𝑉СВ = 𝜔ВС ∙ ВС =  𝜑2́ ∙ ВС, it gets to the next 

form: 

Т3 =
𝑚3

2
[𝑋́𝐴

2 + 𝜑́1
2 ∙ В𝐴2 + 2 ∙ 𝑋́𝐴 ∙ 𝜑1́ ∙ ВА ∙ 𝑠𝑖𝑛 𝜑1 + 𝜑́2

2 ∙ ВС2 + 2 ∙

(√𝑋́𝐴
2 + 𝜑́1

2 ∙ В𝐴2 + 2 ∙ 𝑋́𝐴 ∙ 𝜑1́ ∙ ВА ∙ 𝑠𝑖𝑛 𝜑1) ∙ 𝜑̇2 ∙ ВС ∙ 𝑐𝑜𝑠𝜑2  +  
𝐶𝐷2∙𝜑́3

2

𝟏𝟐
]                                                                       

(22) 
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Taking into account the obtained results, the expression (5) for determining the mechanism kinetic 

energy takes the following form:                                         

Tмех =
𝑚1

2
(𝑋̇𝐴  

2 + 
𝐴𝐵2∙𝜑̇1

2

3
) +

𝑚2

2
[𝑋̇𝐴  

2 + (𝜑̇1 ∙ 𝐵𝐴)2 + 2 ∙ 𝑋̇𝐴 ∙ 𝜑̇1 ∙ ВА ∙ 𝑠𝑖𝑛𝜑1 + 
𝐵𝐶2∙𝜑̇2

2

12
] +

𝑚3

2
∙ [𝑋̇𝐴  

2 + (𝜑̇1 ∙ 𝐵𝐴)2 + 2 ∙ 𝑋̇𝐴 ∙ 𝜑̇1 ∙ ВА ∙ 𝑠𝑖𝑛𝜑1 + 𝜑̇2
2 ∙ ВС2 + 2 ∙

√( 𝑋̇𝐴  
2 + (𝜑̇1 ∙ 𝐵𝐴) 2 + 2 ∙ 𝑋̇𝐴 ∙ 𝜑̇1 ∙ ВА ∙ 𝑠𝑖𝑛𝜑1) ∙ 𝜑̇2 ∙ ВС ∙ 𝑐𝑜𝑠𝜑2 + 

𝐶𝐷2∙𝜑̇3
2

12
]   

(23) 

  

Find expressions for partial derivatives in equations (1-4):                          
∂T

∂ẊA
= (𝑚1 + 𝑚2 + 𝑚3) ∙ 𝑋̇𝐴 + (𝑚2 + 𝑚3)∙ BA ∙ 𝜑̇1 ∙ 𝑠𝑖𝑛𝜑1 + 𝑚3 ∙

(
(𝑋̇𝐴+𝜑̇1∙ВА∙𝒔𝒊𝒏𝝋𝟏)∙𝜑̇2∙В𝐶∙𝑐𝑜𝑠𝜑2

√( 𝑋̇𝐴  
2 +(𝜑̇1∙𝐵𝐴) 2+2∙𝑋̇𝐴∙𝜑̇1∙ВА∙𝑠𝑖𝑛𝜑1)

)          

(24)                                  

 

 
∂T

∂φ̇1
= (

𝑚1

𝟑
+ 𝑚2 + 𝑚3) ∙ 𝜑̇1 ∙ 𝐵𝐴2 + (𝑚2 + 𝑚3)∙ BA ∙ 𝑋̇𝐴 ∙ 𝑠𝑖𝑛𝜑1 + 𝑚3 ∙

(
(𝜑̇1∙𝐵𝐴2+𝑋̇𝐴∙ВА∙𝑠𝑖𝑛𝜑1)∙𝜑̇2∙В𝐶∙𝑐𝑜𝑠𝜑2

√( 𝑋̇𝐴  
2 +(𝜑̇1∙𝐵𝐴) 2+2∙𝑋̇𝐴∙𝜑̇1∙ВА∙𝑠𝑖𝑛𝜑1)

) 

  (25) 

∂T

∂φ̇2
= (

𝑚2

𝟏𝟐
+ 𝑚3) ∙ 𝜑̇2 ∙ 𝐵𝐶2 + 𝑚3 ∙ (√( ẊA  

2 + (φ̇1 ∙ BA) 2 + 2 ∙ ẊA ∙ φ̇1 ∙ ВА ∙ 𝑠𝑖𝑛φ1) ∙

ВС ∙ cosφ2) ;                                      

 

 (26)     

∂T

∂φ̇3
=

𝑚3∙𝐶𝐷2∙φ̇3

𝟏𝟐
                                                                                                                                                                                (27) 

 

  
∂T

∂XA
= 0 

(28) 

∂T

∂φ1
= (𝑚2 + 𝑚3)∙ BA ∙ 𝑋̇𝐴 ∙ 𝜑̇1 ∙ 𝑐𝑜𝑠𝜑1 + 𝑚3 ∙ (

𝑋̇𝐴∙𝜑̇1∙В𝐴∙𝑐𝑜𝑠𝜑1

√( 𝑋̇𝐴  
2 +(𝜑̇1∙𝐵𝐴) 2+2∙𝑋̇𝐴∙𝜑̇1∙ВА∙𝑠𝑖𝑛𝜑1)

)                                                                  

(29) 

 

∂T

∂φ2
= − 𝑚3 ∙ (√( ẊA  

2 + (φ̇1 ∙ BA) 2 + 2 ∙ ẊA ∙ φ̇1 ∙ ВА ∙ sinφ1) ∙ ВС ∙ sinφ2) ;                                                                       
(30) 

∂T

∂φ3
= 0                                                                                                                                                                                         (31) 

 

Substituting (24-31) into equations (1-4) and notation making 

К1= 

[
(ẌA + φ̈1 ∙ ВА ∙ cosφ1 − φ̇1 ∙ φ̇1 ∙ ВА ∙ sinφ1) ∙ φ̇2 ∙ ВC ∙ cosφ2

1 ] +

√( 𝑋̇𝐴  
2 + (𝜑̇1 ∙ 𝐵𝐴) 2 + 2 ∙ 𝑋̇𝐴 ∙ 𝜑̇1 ∙ ВА ∙ 𝑐𝑜𝑠𝜑1)

 

 

+[
(ẊA + φ̇1 ∙ ВА ∙ cosφ1) ∙ φ̈2 ∙ ВC ∙ cosφ2

1 ] −

√( 𝑋̇𝐴  
2 + (𝜑̇1 ∙ 𝐵𝐴) 2 + 2 ∙ 𝑋̇𝐴 ∙ 𝜑̇1 ∙ ВА ∙ 𝑐𝑜𝑠𝜑1)

 

 

(32) 
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+[
(ẊA + φ̇1 ∙ ВА ∙ cosφ1) ∙ φ̇2 ∙ φ̇2 ∙ ВC ∙ sinφ2

1
] ∙

√( 𝑋̇𝐴  
2 + (𝜑̇1 ∙ 𝐵𝐴) 2 + 2 ∙ 𝑋̇𝐴 ∙ 𝜑̇1 ∙ ВА ∙ 𝑐𝑜𝑠𝜑1)

 

 

∙

[
 
 
 √( ẊA  

2 + (φ̇1 ∙ BA) 2 + 2 ∙ ẊA ∙ φ̇1 ∙ ВА ∙ cosφ1)

1

]
 
 
 

−

√( 𝑋̇𝐴  
2 + (𝜑̇1 ∙ 𝐵𝐴) 2 + 2 ∙ 𝑋̇𝐴 ∙ 𝜑̇1 ∙ ВА ∙ 𝑐𝑜𝑠𝜑1)

 

 

(

 (𝑋̇𝐴 ∙ 𝑋̈𝐴 + 𝜑̇1 ∙ 𝜑̈1 + 𝑋̈𝐴 ∙  𝜑̇1 ∙ ВА ∙ 𝑐𝑜𝑠𝜑1 + 𝑋̇𝐴 ∙ 𝜑̈1 ∙ ВА ∙ 𝑐𝑜𝑠𝜑1 − 𝑋̇𝐴 ∙ 𝜑̇1 ∙ ВА ∙ 𝑠𝑖𝑛𝜑1)

√( 𝑋̇𝐴  
2 + (𝜑̇1 ∙ 𝐵𝐴) 2 + 2 ∙ 𝑋̇𝐴 ∙ 𝜑̇1 ∙ ВА ∙ 𝑐𝑜𝑠𝜑1) )

 

√( 𝑋̇𝐴  
2 + (𝜑̇1 ∙ 𝐵𝐴) 2 + 2 ∙ 𝑋̇𝐴 ∙ 𝜑̇1 ∙ ВА ∙ 𝑐𝑜𝑠𝜑1)

 

 

∙
(𝑋̇𝐴 + 𝜑̇1 ∙ ВА ∙ 𝑐𝑜𝑠𝜑1) ∙ 𝜑̇2 ∙ В𝐶 ∙ 𝑐𝑜𝑠𝜑2

√( 𝑋̇𝐴  
2 + (𝜑̇1 ∙ 𝐵𝐴) 2 + 2 ∙ 𝑋̇𝐴 ∙ 𝜑̇1 ∙ ВА ∙ 𝑐𝑜𝑠𝜑1)

 

 

 

 

К2= 
(φ̈1 + ẌA ∙ ВА ∙ cosφ1 − 𝑋̇A ∙ φ̇1 ∙ ВА ∙ sinφ1)

1

√( 𝑋̇𝐴  

2
+ (𝜑̇

1
∙ 𝐵𝐴) 

2
+ 2 ∙ 𝑋̇𝐴 ∙ 𝜑̇

1
∙ ВА ∙ 𝑐𝑜𝑠𝜑

1
)

∙ 

∙

φ̇2 ∙ ВC ∙ cosφ2 + (φ̇1 ∙ 𝐵𝐴2 + 𝑋̇A ∙ ВА ∙ cosφ1) ∙ φ̈2 ∙ ВC ∙ cosφ2

1

√( 𝑋̇𝐴  

2
+ (𝜑̇

1
∙ 𝐵𝐴) 

2
+ 2 ∙ 𝑋̇𝐴 ∙ 𝜑̇

1
∙ ВА ∙ 𝑐𝑜𝑠𝜑

1
)

− 

+

(φ̇1 ∙ 𝐵𝐴2 + 𝑋̇A ∙ ВА ∙ cosφ1) ∙ φ̇2 ∙ φ̇2 ∙ ВC ∙ sinφ2

1

√( 𝑋̇𝐴  
2 + (𝜑̇1 ∙ 𝐵𝐴) 2 + 2 ∙ 𝑋̇𝐴 ∙ 𝜑̇1 ∙ ВА ∙ 𝑐𝑜𝑠𝜑1)

∙ 

√( ẊA  
2 +(φ̇1∙BA) 2+2∙ẊA∙φ̇1∙ВА∙cosφ1)

1

√( 𝑋̇𝐴  
2 +(𝜑̇1∙𝐵𝐴) 2+2∙𝑋̇𝐴∙𝜑̇1∙ВА∙𝑐𝑜𝑠𝜑1)

- 

(

 (𝑋̇𝐴 ∙ 𝑋̈𝐴 + 𝜑̇1 ∙ 𝜑̈1 + 𝑋̈𝐴 ∙  𝜑̇1 ∙ ВА ∙ 𝑐𝑜𝑠𝜑1 + 𝑋̇𝐴 ∙ 𝜑̈1 ∙ ВА ∙ 𝑐𝑜𝑠𝜑1 − 𝑋̇𝐴 ∙ 𝜑̇1 ∙ 𝜑̇1 ∙ ВА ∙ 𝑠𝑖𝑛𝜑1)

√( 𝑋̇𝐴  
2 + (𝜑̇1 ∙ 𝐵𝐴) 2 + 2 ∙ 𝑋̇𝐴 ∙ 𝜑̇1 ∙ ВА ∙ 𝑐𝑜𝑠𝜑1) )

 

√( 𝑋̇𝐴  
2 + (𝜑̇1 ∙ 𝐵𝐴) 2 + 2 ∙ 𝑋̇𝐴 ∙ 𝜑̇1 ∙ ВА ∙ 𝑐𝑜𝑠𝜑1)

∙ 

(𝜑̇1 ∙ 𝐵𝐴 2 + 𝑋̇𝐴 ∙ ВА ∙ 𝑐𝑜𝑠𝜑1) ∙ 𝜑̇2 ∙ В𝐶 ∙ 𝑐𝑜𝑠𝜑2

√( 𝑋̇𝐴  
2 + (𝜑̇1 ∙ 𝐵𝐴) 2 + 2 ∙ 𝑋̇𝐴 ∙ 𝜑̇1 ∙ ВА ∙ 𝑐𝑜𝑠𝜑1)

 

 

 

(33) 
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К3=(
(𝑋̇𝐴∙𝑋̈𝐴+𝜑̇1∙𝜑̈1∙𝐵𝐴2+𝑋̈𝐴∙ 𝜑̇1∙ВА∙𝑐𝑜𝑠𝜑1+𝑋̇𝐴∙𝜑̈1∙ВА∙𝑐𝑜𝑠𝜑1−𝑋̇𝐴∙𝜑̇1∙𝜑̇1∙ВА∙𝑠𝑖𝑛𝜑1)∙В𝐶∙𝑐𝑜𝑠𝜑2

√( 𝑋̇𝐴  
2 +(𝜑̇1∙𝐵𝐴) 2+2∙𝑋̇𝐴∙𝜑̇1∙ВА∙𝑐𝑜𝑠𝜑1)

−

(√( 𝑋̇𝐴  
2 + (𝜑̇1 ∙ 𝐵𝐴) 2 + 2 ∙ 𝑋̇𝐴 ∙ 𝜑̇1 ∙ ВА ∙ 𝑐𝑜𝑠𝜑1)) 𝜑̇2 ∙ ВА ∙ 𝑠𝑖𝑛𝜑2) 

(34)                    

           

 

the final form can be given in the next view: 

 
𝑑

𝑑𝑡
(

𝜕𝑇

𝜕𝑋̇𝐴
) −

𝜕𝑇

𝜕𝑋𝐴
= (𝑚1 + 𝑚2 + 𝑚3) ∙ 𝑋̈𝐴 + (𝑚2 + 𝑚3)∙ 𝐵𝐴 ∙ (𝜑̈1 ∙ 𝑐𝑜𝑠𝜑1 − 𝜑̇1

2 ∙ 𝑠𝑖𝑛𝜑1) +

𝑚3 ∙ К1 = Q 
 

(35) 

𝑑

𝑑𝑡
(

𝜕𝑇

𝜕𝜑̇1
) −

𝜕𝑇

𝜕𝜑1
= (

𝑚1

12
+ 𝑚2 + 𝑚3) ∙ 𝜑̈1 ∙ 𝐵𝐴2 + (𝑚2 + 𝑚3)∙ 𝐵𝐴 ∙ (𝑋̈𝐴 ∙ 𝑐𝑜𝑠𝜑1 − 𝑋̇𝐴 ∙ 𝜑̇1 ∙

𝑠𝑖𝑛𝜑1) + 𝑚3 ∙ К2 = Q1 

 

(36) 

𝑑

𝑑𝑡
(

𝜕𝑇

𝜕𝜑̇2
) −

𝜕𝑇

𝜕𝜑2
= (𝑚2 + 𝑚3) ∙ 𝜑̈2 ∙ 𝐵𝐶2 + 𝑚3 ∙ К3 = Q2 

 

(37)                                                                                                                  

𝑑

𝑑𝑡
(

𝜕𝑇

𝜕𝜑̇3
) −

𝜕𝑇

𝜕𝜑3
=

𝑚3 ∙ 𝐶𝐷2 ∙ φ̈3

3
= Q3 

 

(38)               

 

The established expressions (35-38) are the mathematical model that generally describes the laws of 

motion in the form of Lagrange equations of the second kind of plane hinged linkage mechanisms with 

four degrees of freedom. To simplify expressions (35-38), additional notation can be introduced: 

𝑚1 + 𝑚2 + 𝑚3 =a 

 

(39) 

(𝑚2 + 𝑚3) ∙ 𝐵𝐴=b (40) 

(
𝑚1

12
+ 𝑚2 + 𝑚3) ∙ 𝐵𝐴2=c (41)                                                                 

(𝑚2 + 𝑚3) ∙ 𝐵𝐶2 =d; (42) 

f  =
𝑚3∙𝑙3

2

3
 

(43) 

                                                                                       

 Substituting (38-42) in (34-37), the following system of differential equations can be obtained: 

𝑎 ∙ 𝑋̈𝐴 + 𝑏 ∙ (𝜑̈1 ∙ 𝑐𝑜𝑠𝜑1 − 𝜑̇1
2 ∙ 𝑠𝑖𝑛𝜑1) + 𝑚3 ∙ К1 = Q 

 

(44) 

𝑐 ∙ 𝜑̈1 + 𝑏 ∙ (𝑋̈𝐴 ∙ 𝑐𝑜𝑠𝜑1 − 𝑋̇𝐴 ∙ 𝜑̇1 ∙ 𝑠𝑖𝑛𝜑1) + 𝑚3 ∙ К2 = Q1 (45) 

𝑑 ∙ 𝜑̈2 + 𝑚3 ∙ К3 = Q2 (46) 

f ∙ 𝜑̈3 = Q3 (47) 

                                                    

The generalized forces Q must be defined at the next step. Doing that the possible and independent 

elementary displacements δqi for every coordinates δхА, δφ1, δφ2, δφ3 must be set. Let's give the system 
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consecutive elementary moves δхА≠0 by δφi = 0, and  δφi  ≠ 0 by δхА=0 respectively.  At that condition 

the following cases are possible when the forces acting on the mechanism will be reduced to one of its 

links (figure 4): 

а)  by δхА≠0 and δφ1-3 = 0 forces are reduced to the resultant R = N, then Q1= N; 

b) by δφ1 ≠ 0, δφ2,3=0 and δхА=0 forces are also reduced to a single resultant, similarly Q2= N; 

с)  if there are elastic forces in the system (Felas. = С·∆S) and δφ2 ≠ 0, δφ1,3=0 by δхА=0 the value 

 of the generalized force can be represented as Q2= R+ Felas.;  

d) by δφ3 ≠ 0, δφ1,2=0 and δхА=0 forces are also reduced to a single resultant, which can be 

 expressed as Q3=М as a moment of forces that is caused by the action Fres., attached at the point 

 D. 

 

 
 

Figure 4. Scheme for generalized forces Qi determination 

The possible numerical values of the coefficients K1-3 should be determined for the purposes of 

obtained system of differential equations (44-47) practical using. Let’s introduced the new notations that 

do not affect the results of the study, but would simplify mathematical expressions: 

К1 =
𝑃−𝑄−𝐺

𝑊
,                                  

where: 

P = 2 ∙ АВ ∙ ВC ∙ x2 ∙ y ∙ cosφ1 ∙ cosφ2 ∙ (z2 + (x ∙ BA) 2 + 2 ∙ z ∙ x ∙ ВА ∙ cosφ1)                 

 

(48) 

Q = 2 ∙ (z + АВ ∙ x ∙ sinφ1) ∙ y2 ∙ ВC ∙ sinφ2 ∙ (z2 + (x ∙ BA) 2 + 2 ∙ z ∙ x ∙ ВА ∙ cosφ1) (49) 

G = (z + АВ ∙ x ∙ sinφ1) ∙ z ∙ y ∙ x2 ∙ АВ ∙ ВC ∙ cosφ1 ∙ sinφ1 (50) 

  W = (z2 + (x ∙ BA) 2 + 2 ∙ z ∙ x ∙ ВА ∙ cosφ1)
1,5 (51) 

 

Substituting the numerical values of the mechanism geometric dimensions into expressions (48-51) 

and setting its initial kinematic parameters in the practically used ranges, it is clear that the last terms of 

the equations (44-46), in comparison with the rest in absolute value, represent values of a lower order. 

That is the case when the resulting differential equations (48-51) can be written in a simplified form: 
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𝑎 ∙ 𝑋̈𝐴 + 𝑏 ∙ (𝜑̈1 ∙ 𝑐𝑜𝑠𝜑1 − 𝜑̇1
2 ∙ 𝑠𝑖𝑛𝜑1) = N (52) 

𝑐 ∙ 𝜑̈1 + 𝑏 ∙ (𝑋̈𝐴 ∙ 𝑐𝑜𝑠𝜑1 − 𝑋̇𝐴 ∙ 𝜑̇1 ∙ 𝑠𝑖𝑛𝜑1) = N (53) 

𝑑 ∙ 𝜑̈2 = N + C ∙ 𝑙 ∙ φ2 (54) 

f ∙ 𝜑̈3 = Fres. (55) 

                                   

where: l - the reduced linear size of the link 2; C is a reduced elasticity coefficient of the elements 

installed on the mechanism. 

 

5. Discussion  

To solve the resulting system of differential equations (52-55), the followed additional notation can be 

introduced: 
𝑏

𝑎
= 𝐴;   

𝑏

с
= В;  

𝑁

𝑎
= 𝐷;  

𝑁

с
= 𝑅; 

 

(56) 

After substituting (56) in (52) and (53), the new view of equation system can be obtained: 

 

(57) 

 

Take into account that: 
𝑑(𝜑̇1 ∙ 𝑐𝑜𝑠𝜑1)

𝑑𝑡
= 𝜑̈1 ∙ 𝑐𝑜𝑠𝜑1 − 𝜑̇1

2𝑠𝑖𝑛𝜑1 

 

(58) 

𝑑(𝑋̇𝐴 ∙ 𝑐𝑜𝑠𝜑1)

𝑑𝑡
= 𝑋̈𝐴 ∙ 𝑐𝑜𝑠𝜑1 − 𝜑̇1

2𝑠𝑖𝑛𝜑1 
(59) 

                       

Then the system of differential equations (57) can be rewritten in the following form: 

𝑋𝐴̈ + 𝐴 ∙
𝑑(𝜑̇1 ∙ 𝑐𝑜𝑠𝜑1)

𝑑𝑡
= 𝐷 

 

(60) 

𝜑1̈ + 𝐵 ∙
𝑑(𝑋̇𝐴 ∙ 𝑐𝑜𝑠𝜑1)

𝑑𝑡
= 𝑅 

(61) 

After integration, it will get into the next form: 

𝑋̇𝐴 + 𝐴 ∙ 𝜑̇1 ∙ 𝑐𝑜𝑠𝜑1 = 𝐷 ∙ 𝑡 + 𝐶1 
 

(62) 

𝜑̇1 + 𝐵 ∙ 𝑋̇𝐴 ∙ 𝑐𝑜𝑠𝜑1 = 𝑅 ∙ 𝑡 + 𝐶2 (63) 

                              

Substituting the given initial conditions: 

С1=0  и С2=0 ; 
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and multiply (63) by 𝐴 ∙ 𝑐𝑜𝑠𝜑1 and the result is subtracted from (62). By the way, the equation (62) 

multiplied by 𝐵 ∙ 𝑐𝑜𝑠𝜑1 and accordingly subtract from (63), and finally the following views will be 

obtained: 

𝑋̇𝐴 − 𝐴 ∙ 𝐵 ∙ 𝑋̇𝐴 ∙ 𝑐𝑜𝑠2𝜑1 = 𝐷 ∙ 𝑡 − 𝑅 ∙ 𝑡 ∙ 𝐴 ∙ 𝑐𝑜𝑠𝜑1                                            
 

(64) 

𝜑̇1 − 𝐴 ∙ 𝐵 ∙ 𝜑̇1 ∙ 𝑐𝑜𝑠2𝜑1 = 𝑅 ∙ 𝑡 −  𝐷 ∙ 𝑡 ∙ 𝐵 ∙ 𝑐𝑜𝑠𝜑1 (65) 

From (64, 65) it follows that: 

𝑋̇𝐴 =
(𝐷 − 𝑅 ∙ 𝐴 ∙ 𝑐𝑜𝑠𝜑1 ) ∙ 𝑡 

1 − 𝐴 ∙ 𝐵 ∙ 𝑐𝑜𝑠2𝜑1
 

(66) 

𝜑̇1 =
(𝑅 − 𝐷 ∙ 𝐵 ∙ 𝑐𝑜𝑠𝜑1 ) ∙ 𝑡 

1 − 𝐴 ∙ 𝐵 ∙ 𝑐𝑜𝑠2𝜑1
 

 

(67) 

at the same time let’s assume that 𝑐𝑜𝑠2𝜑1 ≠
1

𝐴∙𝐵
  и  0<|𝐴 ∙ 𝐵|<1 

It is obvious that the system (66,67) has a trivial solution when: 

 

where from                                  𝑋̇𝐴 =
𝐷−𝑅 ∙𝐴

1−𝐴∙𝐵
∙ 𝑡 

To find the exact solution of the system (66,67), it is assumed that: 

𝑅 − 𝐷 ∙ 𝐵 ∙ 𝑐𝑜𝑠𝜑1 ≠ 0 

The system (57) for t=0 under initial conditions can be written as follows: 

𝑋𝐴̈(0) + 𝐴 ∙ 𝜑1̈(0) = 𝐷 
 

  (68) 

𝜑1̈(0) + 𝐵 ∙ 𝑋𝐴̈(0) = 𝑅   (69) 

where from |𝐴 ∙ 𝐵|<1:  

𝑋𝐴̈(0) =
𝐷 − 𝑅 ∙ 𝐴

1 − 𝐴 ∙ 𝐵
 

 

(70) 

𝜑1̈(0) =
𝑅 − 𝐷 ∙ 𝐵

1 − 𝐴 ∙ 𝐵
 

(71) 

Let’s integrate the equation (67) by separating of the variables: 

∫
𝑑𝜑1( 1 − 𝐴 ∙ 𝐵 ∙ 𝑐𝑜𝑠2𝜑1)

𝑅 − 𝐷 ∙ 𝐵 ∙ 𝑐𝑜𝑠𝜑1

𝜑1

𝜑0

=
𝑡2

2
     

(72) 

 

and so on: 
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∫
𝑑𝜑1

𝑅 − 𝐷 ∙ 𝐵 ∙ 𝑐𝑜𝑠𝜑1

𝜑1

𝜑0

− 𝐴 ∙ 𝐵 ∫
( 1 − 𝑠𝑖𝑛2𝜑1)𝑑𝜑1

𝑅 − 𝐷 ∙ 𝐵 ∙ 𝑐𝑜𝑠𝜑1

𝜑1

𝜑0

=
𝑡2

2
        

(73) 

then: 

( ∫
𝑑𝜑1

𝑅 − 𝐷 ∙ 𝐵 ∙ 𝑐𝑜𝑠𝜑1

𝜑1

𝜑0

)(1 − 𝐴 ∙ 𝐵) − 𝐴 ∙ 𝐵 ∫
√( 1 − 𝑐𝑜𝑠2𝜑1)𝑑𝑐𝑜𝑠𝜑11

𝑅 − 𝐷 ∙ 𝐵 ∙ 𝑐𝑜𝑠𝜑1

𝜑1

𝜑0

=
𝑡2

2
 

(74) 

The next notation for the integrals should be introduced: 

𝐼1(𝜑1) = ∫
𝑑𝜑1

𝑅 − 𝐷 ∙ 𝐵 ∙ 𝑐𝑜𝑠𝜑1

𝜑1

𝜑0

 

(75) 

𝐼2(𝜑1) = ∫
√( 1 − 𝑐𝑜𝑠2𝜑1)𝑑𝑐𝑜𝑠𝜑11

𝑅 − 𝐷 ∙ 𝐵 ∙ 𝑐𝑜𝑠𝜑1

𝜑1

𝜑0

   

(76) 

Thus, the solution of equation (67) can be represented in the following compact form: 

(1 − 𝐴 ∙ 𝐵) ∙ 𝐼1(𝜑1) − 𝐴 ∙ 𝐵 ∙ 𝐼2(𝜑1) 
 

(77) 

In accordance with the recommendations [4] it can be written: 

𝐼1(𝜑1) =
𝑡2

2
 , 

 

(78) 

𝐼2(𝜑1) = −
1

𝐷 ∙ 𝐵
∫

√( 1 − 𝑋𝐴
2)𝑑𝑋𝐴

(𝑋𝐴 −
R

𝐷 ∙ 𝐵
)

𝑐𝑜𝑠𝜑1

1

= −
1

𝐷 ∙ 𝐵
∫

√𝑅𝑑𝑋𝐴

(𝑋𝐴 + 𝑝)

𝑐𝑜𝑠𝜑1

1

= 

= −
1

𝐷 ∙ 𝐵
[− ∫

𝑋𝐴 ∙ 𝑑𝑋𝐴

√1 − 𝑋𝐴
2

𝑐𝑜𝑠𝜑1

1

−
R

𝐷 ∙ 𝐵
∙ ∫

𝑑𝑋𝐴

√1 − 𝑋𝐴
2

𝑐𝑜𝑠𝜑1

1

+ (1 −
𝑅2

𝐷2 ∙ 𝐵2)

∙ ∫
𝑑𝑋𝐴

(𝑋𝐴 + 𝑝)√1 − 𝑋𝐴
2

𝑐𝑜𝑠𝜑1

1

=]

= −
1

𝐷 ∙ 𝐵
[|𝑠𝑖𝑛𝜑1| −

R

𝐷 ∙ 𝐵
∙ 𝜑1 + (

𝑅2

𝐷2 ∙ 𝐵2
− 1) ∙ 𝐼3]      

(79) 

 

where: 𝑝 = −
𝑅

𝐷∙𝐵
, |𝑝| > 1, 𝑅 = 1 − 𝑋𝐴

2,    𝑡 =
1

𝑋𝐴+𝑝
,   

𝐼3 = ∫
𝑑𝑡

√−1 + 2 ∙ 𝑝 ∙ 𝑡 + (1 − 𝑝2) ∙ 𝑡2

(𝑐𝑜𝑠𝜑1+p)−1

(1+𝑝)−1

=

=
1

√𝑝2 − 1
∙ 𝑎𝑟𝑐𝑠𝑖𝑛((1 − 𝑝2) ∙ 𝑡 + 𝑝) |

(𝑐𝑜𝑎𝜑1 + p)−1

(1 + 𝑝)−1
= 

=
|𝐷 ∙ 𝐵|

√𝑅2 − 𝐷2 ∙ 𝐵2
∙ [

𝜋

2
− 𝑎𝑟𝑐𝑠𝑖𝑛 ∙ (

𝐷2 ∙ 𝐵2 − 𝑅2

𝐷 ∙ 𝐵(𝐷 ∙ 𝐵 ∙ 𝑐𝑜𝑠𝜑1 − 𝑅)
−

𝑅

𝐷 ∙ 𝐵
)] = 
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=
1

√𝑝2 − 1
∙ 𝑎𝑟𝑐𝑠𝑖𝑛((1 − 𝑝2) ∙ 𝑡 + 𝑝) |

(𝑐𝑜𝑎𝜑1 + p)−1

(1 + 𝑝)−1
=

=
|𝐷 ∙ 𝐵|

√𝑅2 − 𝐷2 ∙ 𝐵2
[
𝜋

2
− 𝑎𝑟𝑐𝑠𝑖𝑛 ∙ (

𝐷2 ∙ 𝐵2 − 𝑅2

𝐷 ∙ 𝐵(𝐷 ∙ 𝐵 ∙ 𝑐𝑜𝑠𝜑1 − 𝑅)
−

𝑅

𝐷 ∙ 𝐵
)] 

 

Thus, equation (68) under the next conditions: 𝐴 ∙ 𝐵 ≠ 1,𝐷 ∙ 𝐵 ≠ 0, (𝑐𝑜𝑠𝜑1)
2 ≠

1

𝐴∙𝐵
  (by A∙B≠0)  

and R> D ∙ B takes the new form: 

(1 − 𝐴 ∙ 𝐵) ∙
2

√𝑅2−𝐷2∙𝐵2
∙ 𝑎𝑟𝑐𝑡𝑔 (√𝑅2 − 𝐷2 ∙ 𝐵2 ∙ 𝑡𝑔 ∙

𝜑1
2

(𝑅−𝐷∙𝐵)
) +

𝐴

𝐷
∙∙ {|𝑠𝑖𝑛𝜑1| −

𝑅

𝐷∙𝐵
∙ 𝜑1 +

√𝑅2−𝐷2∙𝐵2

|𝐷∙𝐵|
∙ [

𝜋

2
− 𝑎𝑟𝑐𝑠𝑖𝑛 ∙ (

𝐷2∙𝐵2−𝑅2

𝐷∙𝐵(𝐷∙𝐵∙𝑐𝑜𝑠𝜑1−𝑅)
−

𝑅

𝐷∙𝐵
)]} = 𝑡2

2⁄              

 

(81) 

The resulting expression is the desired dependence φ1(t), which describes the rotational movement 

of link 1 around point A. 

Dividing (66) by (67) an equation of the form XA(𝜑1) can be obtained: 

𝑋𝐴 = ∫
𝐷 ∙ 𝑅 ∙ 𝐴 ∙ 𝑐𝑜𝑠𝜑1

𝑅 − 𝐷 ∙ 𝐵 ∙ 𝑐𝑜𝑠𝜑1

𝜑1

0

∙ 𝑑𝜑1 =
𝑅 ∙ 𝐴

𝐷 ∙ 𝐵
∙ 𝜑1 + 

𝐷2 ∙ 𝐵 − 𝑅2 ∙ 𝐴 

𝐷 ∙ 𝐵
∙ 𝐼1      

 

(82) 

Whence, taking into account (39-41), (56) and (78) it can be written as: 

𝑋𝐴 = 𝜑1 + 𝑁 ∙ 𝑡2 ∙  
(
𝑚1
12

+ 𝑚2 + 𝑚3) ∙ 𝐵𝐴2 − 𝑚1 + 𝑚2 + 𝑚3 

2 ∙ (𝑚1 + 𝑚2 + 𝑚3) ∙ (
𝑚1
12 + 𝑚2 + 𝑚3) ∙ 𝐵𝐴2

 

 

(83) 

which is the equation of the translational movement of link 1. 

Then, let’s turn to (54) and rewrite this expression in the following form: 

𝜑̈2 −
C∙𝑙

𝑑
φ2 =

N

𝑑
− 𝑐𝑜𝑛𝑠𝑡   или  𝜑̈2 − 𝑘 ∙ φ2 = 𝑈 

 

(84) 

under the initial conditions (𝜑̇20 = 0; φ20 = 0) the solution to the equation has the following form: 

φ2 =
𝑈

2∙k
∙ е−√kτ ∙ (е√kτ − 1)2  or 

φ2 =
𝑁

2 ∙ C ∙ 𝑙
∙ е

−√C∙𝑙
𝑑

τ
∙ (е

√C∙𝑙
𝑑

τ
− 1)2 

 

(85) 

 

which is the equation of link 2 movement around the point B. 

The solution to equation (55) can be represented as: 

𝜑3 = 0.5 ∙
М𝑟𝑒𝑠

𝑓
· 𝜏2 + 𝐶1 ∙ 𝜏 + 𝐶2 

 

(86)                                                                                                                                                        

 

where C1 and C2 are integration constants determined from the initial conditions (𝜑̇30 = 0; φ30 = 0) 

𝜑3 = 0.5 ∙
𝐹𝑟𝑒𝑠

𝑓
· 𝜏2 after substitution f  =

𝑚3∙𝑙3
2

3
  the equation of the link 3 movement can be obtained:    

𝜑3 = 1.5 ∙
𝐹𝑟𝑒𝑠

𝑚3 ∙ 𝑙3
2 · 𝜏2 

 

(87) 
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6. Conclusion 

As a result of theoretical research, it is established that the Lagrange equations of the second kind can 

be successfully used for a practical engineering method of the kinematic parameters predicting for 

designing of the three-link plain hinged linkage mechanisms of a parallel structure. That method does 

not require of cumbersome computing systems using, that are usually developed for every individual 

configuration of the technological machines components, including robots-manipulators used in food 

production. 
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Abstract. Nowadays the segment of sewing services is packed with manual universal sewing 

machines. They need to be upgraded, that is why developing of energy-saving electro drive for 

sewing machines is actual. To improve energy datum, efficiency and expanding functional set 

of sewing machines usage of frequency-controlled drive is a solution. In this case frequency 

inverter is set by functional algorithm reproduced in frames of its logical macromodel. The model 

of frequency inverter reproduces instantaneous value of output voltage for modelling dynamic 

processes, whereas the current voltage applied to drive phase is the only thing to be known for 

confirmatory and steady-state analyses.  

1. Introduction  

Until recently developing of sewing machines were mainly devoted to their components, drives were 

usually based on universal electric drives. They did not rely on their functions as a part of a sewing 

machine. Exploiting conditions for the drive are severe. The drive has to provide steady functioning 

despite a lot of activations when acceleration speed is limited 524-630 s 1 , smooth speed control in a 

wide diapason, reduction of acceleration and run-down time when doing short strings, efficiency and 

quietness[11].  

Nowadays the usage of a great amount of manual universal sewing machines, which need upgrading, 

has led to the relevant development issues of energy-saving electric drive for sewing machines[12]. 

International practice indicates that the level of sewing machinery for the last 10-15 years has 

dramatically increased, technical and technological opportunities as well as their multipurposeness have 

also improved. Firstly, it was achieved due to the wide usage of electronic items and microprocessor 

control systems and their cost reduction. 

Leading engineering companies produce multipurpose lock-stitch machines only with electronic 

drive and a range of the electro-mechanical modules which not only enabled to automatize a number of 

functions, but also to equip  multipurpose machines with additional machinery (material edge cutting, 

sheaves change, material adjustment to the needle, the stitch length adjustment etc.) and to offer sewing 

machinery consumers a diversity of new machines, where fundamentally new technical solutions and 

electronic control systems are applied. The usage of electronics enabled to increase technological 

capability of the equipment, videlicet its flexibility and mobility, joints solidity and accuracy, which 

also reduces the servicing time[9,20,21].  

 

2.  Formulation of the problem 
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Electric drive with friction coupler, which is installed in the sewing machines of 131 category, has 

rather huge electrical power expenses whilst the production of each item means 70% engine idle work 

[1]. 

 Therefore, to improve the energetic index, to increase the efficiency and to expand the functional 

capacities of the sewing machine it is offered to use frequency-controlled drive [5,6].  

According to the task, the most appropriate is a numerical computation of the runtime equations by 

means of software. The authors have implemented a runtime calculation program for the sewing 

machine «RTSSHM». 

 

3. The proposed algorithm 

The algorithm consists of following operations: 

1) Entering initial data and conditions.  

As initial conditions we enter: 

Initial analysis time 0t  

Initial rotor speed 01  counter-drive speed 02  and driving shaft speed 0E   

Initial data can be mode-setting and architectonic. 

Mode-setting indices, such as frictional moment 
RBM  and moment resistance С1M  and С2M , can 

vary in dependence to selected mode. 

Architectonic parameters only depend on construction of sewing machine and a type of electric drive. 

As architectonic initial data in the algorithm are used: inertia moment J1 and J2 and electric drive 

characteristics КРM  and КРS  for induction motor, U , k , aR  - for direct current motor.  

Drive type is defined interactively for parameter A. Sample time h is also required. 

2) Computation of current index of drive moment M E
depending on electric drive type. 

Velocity calculation for drive control and driving shaft 

t
J

MM





2

С2RB
2  

(1) 

i 2М  

 

(2) 

3) Calculation of rotor speed derivative 

1

RBE1

J

MM

dt

d 



 

(3) 

4) Calculation of current rotor speed at k-th integration step according to Euler method 

dt

d
hkk

1
111


   

(4) 

5) Extension of sample time at acceleration step 

6) Current indices output t , 1 , 2 , М . 

7) Checking termination condition of acceleration step. Acceleration is over if 1 < 2 . 

8) Calculation and output acceleration time 

9) Calculation of speed for single-mass system and shaft at bite point according to Euler method. 

10) Calculation of resulting system speed rate and defining time period to finish the bite point from 

ET2   . 

11) Calculation of run-down process for rotor shaft and counter-drive 
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12) Checking termination run-down condition 02  . 

13) Results output 

 

4. General solution to the problem 

Frequency-controlled electric drive of a sewing machine is a complicated functionally interdependent 

system, which can be formalized by a system of differential, difference and algebraic equations[1]. 

Drive data-measuring system has to control following physical values: 

1) Electrical (current, voltage, electromotive force, etc.) 

2) Mechanical (moment, velocity, movement etc.) 

3) Technological 

Controller provides signal conversion from primary detectors, galvanic isolation, boost, integrating 

and semi-digital or pulse code conversion into microintegrated control system format. Operating speed 

of this element defines accuracy and operating speed of each control loop. It is based on chosen type of 

signal conversion, data exchange and hardware implementation.  

Therefore, considered approach to optimal synthesis of automatically controlled induction motor 

drive elements enables to provide unitized energetic and dynamic capabilities of the whole system[16]. 

We have invented a working model for numerical computation, synthesis and mode and 

configuration optimization of frequency-controlled drive. 

Modelling process consists of the following: 

1) Drive usage mode selection 

In dependence of consumer’s requirements and exploitation conditions the drive can be used in 

different modes. 

2) Organization of initial data base 

Initial data can be entered into the model interactively by an operator with an appropriate software 

system, which implements math model. Initial data are passport drive data, mode parameters, algorithm 

of converter functioning and architecture of the sewing machine. 

3) Modelling of confirmatory analysis of induction motor. 

Confirmatory analysis means analyzing energetic, starting and working characteristics of the drive 

in static and when working simultaneously with frequency converter. The analyzing method relies on 

standard procedure of engineering serial machines. Meanwhile, exploitation the machine differently 

from design mode shows necessity to adapt this procedure to new conditions. 

4) Dynamic processes modelling 

This analyzes electromechanical (start and stop of drive) and electromagnetic (reset mode of power 

voltage) transient processes in system induction drive-frequency converter. 

Model parameters required for completing modelling procedure can be divided into three groups 

 Frequency converter parameters 

 Empirical curve parameters, which are used in process of automatic modelling 

Frequency converter parameters. Usually frequency converter is defined by its algorithm, reproduced 

within its logical macromodel. It is important that conversion model has to reproduce instant indices of 

its output voltage for modelling dynamic processes, whereas for confirmatory analysis current voltage 

applied on a drive phase is enough[3,8,10].  

The following operations are to be completed 

1) Initial data input. As initial data we consider extreme indices network Umл and phase Umф voltage, 

number of integration intervals M, converter frequency fпч. 

2) Analysis of instant indices of output voltage USA, USB, USC is made in accordance with the 

algorithm. 

3) Calculation of current indices within the period of frequency converter output voltage. 

To define analysis inaccuracy we complete analytical calculation of the frequency converter output 

voltage.  

Inaccuracy is calculated according to: 
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%100



АТ

АЧАТ

U

UU
 

(5) 

UАТ  - analytically calculated current voltage index 

UАЧ – current voltage value calculated according to Simpson (Bode) method. 

Table 1 indicates results of the research on how number of integration intervals M impact analysis 

accuracy of current value of frequency converter output value for following initial data: Umф=220V; 

Umл=380V; М=1, … , 10. 

Table 1. Interval number impacts analysis accuracy 

М m. Simpson 

UАЧ,V 

m. Bode 

UАЧ,V 

Exact value, UАТ,V m. Simpson 

Δ,% 

m. Bode Δ,% 

1 180,22 187,265 187,163 3,85 0,05 

2 186,833 187,164 187,163 0,18 0,0005 

3 187,1 187,163 187,163 0,3 - 

4 187,143 187,163 187,163 0,01 - 

 

It can be concluded that satisfying results can reached with 3-4 integration intervals M. 

This algorithm can be used to calculate current indices of frequency converter output voltage.  

The analysis shows that usage of frequency-controlled electric drive in sewing machines will expand 

capabilities and increase efficiency of sewing machines, moreover, it will reduce the time needed for 

technological operations. 

Simultaneous integration of soft- and hardware means of measuring, registration, information 

resources and control pilot unit have let automatize the research of inverter slowdown of induction drive 

when powered by frequency converter[17,18,19].  

During the experiment value TR changed from infinity to 50 Om. This stands for change Тэквg from 

0 to 0,02 cm. When TR is off value Тэквg is defined only by conduction. Filter volume changed within 

5 to 500 mcF. Inertia of the shaft was АДJ)2,42,1(  . Invertor carrier frequency was from 1 to 10 kHz. 

Frequency slowdown time was from 0,1 to 0,2s.  

Picture 1,a shows speed diagram for 131-category machine, picture 1,b shows speed diagram for 

sewing machine with frequency-controlled electric drive. 

Picture 1 shows that speed increase at machine accelerating differs for different types of electric 

drives. For example, machine produced by “Orsha” Ltd. is characterized by extended acceleration in the 

second period. This is because when skidding is over mass system increases dramatically compared to 

mass of rotor and balance wheel. Acceleration for machine with frequently-controlled electric drive is 

over much earlier. We suppose it depends on correlation of masses of machines and drives, which 

impacts the curving of acceleration speed. 
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 (a)  

 
(b) 

Figure 1. Speed diagrams of sewing machines: 

a) – with frictional electric drive b) – with frequency-controlled electric drive 

Slope of the velocity curve for 131 category machine at run-down is defined by clutch 

characteristic as it follows from pic. 1 (a). A bit more high-grade slope for the machine with 

frequency-controlled electric drive 1 (b). 

  

Analysis of experimental data shows: 

1) Acceleration time of machines and related losses at accelerating in terms of sudden on and off the 

clutch for most of the investigated machines surpass run-down time and related losses at run-down. 

Russian machines are significantly inferior to frequency-controlled electric drives machines [15]. 

For example, for considered machines acceleration and rundown time is 0.7s and 0.4s with related losses 

31.6 stitches, but for machine with frequency-controlled electric drive acceleration and rundown time is 

0.25s and 0.35s. with related losses 18.8 stitches [4,13]. 

Russian machines with existing drives cannot be accelerated to the ultimate (nominal) speed when 

doing a range of operations at working conditions. 

2) Acceleration time does not define the amount of related losses completely as they depend on how 

the speed increases.  

Russian machines with frictional drives are less effective compared to frequency-controlled electric 

drive when working with short lines. When changing value m1 (number of stitches) 1 cm. per line the 

limit of rational usage is in reverse proportion to m1 change. 
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5. Conclusion 

Therefore, characteristics of sewing machine drive limit its rational usage at operations, that is why the 

system of frequency control of induction drive was invented. It enabled to increase significantly speed 

capabilities of a sewing machine. As the result, time spent on auxiliary operation has reduced, labor 

effectiveness has risen, and, what is most important, energy consumption has also reduced [14].  

When frictional electric drive is used, induction drive is always on and does idle work in period 

between technological operations. This leads to extra energy loss. Thus, energy consumption for sewing 

machine with friction drive is on average 24-28% higher than for frequently-controlled machines [2]. 

In modern conditions it is possible to create agile and cheap control system, which will let upgrade 

existing sewing machines with friction drive excluding only a friction coupler, without drive replace.  It 

enabled to increase significantly speed capabilities of a sewing machine. As the result, time spent on 

auxiliary operation has reduced, labor effectiveness has risen, and, what is most important, energy 

consumption has also reduced. 
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Abstract. The development of modern industries significantly depends on the effective usage of 

innovative research methods and optimization of technological processes. Modeling methods are 

one of the science-intensive methods put into practice in research and diagnostics of both the 

current state of mechanical systems and predicting changes in the state of technological 

equipment during operation. The authors have developed and successfully adapted fundamental 

theoretical foundations of physical and mathematical modeling for solving problems of 

optimization and simulation of dynamically loaded nonlinear technical systems. A method for 

diagnosing tribo-couplings of helicopter tail drive couplings is proposed. 

1. Introduction 

The development of modern industries significantly depends on the effective application of innovative 

research methods, optimization of technological processes, application of advanced methods and 

processes for the production of structural and consumable materials, and usage of modern technological 

equipment. 

Modeling methods are one of the science-intensive techniques exploited in research and diagnostics, 

both in the current state of mechanical systems and in predicting changes in the state of technological 

equipment during operation.   

For solving problems of optimization and modeling of dynamically loaded nonlinear technical 

systems (NTS) the authors have developed and successfully adapted  fundamental theoretical 

foundations of physical and mathematical modeling [1-5]. The methods of physical and mathematical 

modeling and dynamic monitoring are successfully used in solving tasks of optimizing loaded NTS. 

The main advantage of these methods is that the cost of resources for their implementation is 

significantly less than for setting up and carrying out physical, laboratory, or even full-scale modeling. 

However, the measure of confidence in the results of a mathematical experiment is interrelated with the 

degree of resemblance of the model to the physical processes that it describes. 

Based on available theoretical and experimental data in the field of friction dynamics, novel research 

methods have been developed, and innovative approaches have been applied to solve the problems of 

optimization of NTS and to improve their efficiency and competitiveness. In particular, the interaction 

and interrelation of dynamic processes in quasilinear and essentially nonlinear NTS subsystems were 

taken into account. The authors also took into consideration self-similarity of the dynamic processes 

that occur during the physical and mathematical modeling of NTS in frictional contacts, and provide the 

correct results due to significant overlapping of full-scale and model tests data. 
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2. Method  for assessing the elastic-dissipative characteristics of the frictional interaction 

The application of n-variant modeling allows drastic reduction of the time required for solving 

optimization problems by cutting down the volume of full-scale research of NTS. The creation of a 

physical and mathematical model of a full-scale system in 2, 3 and n-different scales lets us limit the 

results of volume of full-scale studies of the NTS to fixation of one or two leading parameters. 

A new method has been developed for assessing the elastic-dissipative characteristics of the frictional 

interaction of the spline couplings of the tail transmission of the Mi-26 helicopter on the example of 

heavily loaded friction pairs of helicopters, in order to increase their reliability and durability when 

operating at low temperatures (Figure 1).     

 
 

Figure 1.  The tail shaft of the helicopter Mi-26: 

I - splined coupling with flanges in the bearing; 1, 3 - hollow shafts; 

2 - bearings of intermediate hearings; 4 - temperature sensors 

  

The operational reliability and efficiency of heavily loaded helicopter couplers is determined not 

only by speed and load parameters, but also by physico-mechanical, physico-chemical, and tribological 

parameters of frictional processes in frictional subsystems. 

The basic purpose of the tail shaft is to transfer the rotating moment from the main gearbox to the 

tail rotor by means of series-connected elastic elements having certain masses and moments of inertia. 

The splined coupling is designed in such a way that the annular thimble rotates in a bearing mounted on 

the frame (Figure 2). 

The analysis of the research has shown that the main faults of the spline couplings of the helicopter 

transmission are the following: 

 the formation of cracks and delamination of the rubber bearing cage; 

 leakage of lubricant, which stimulates overheating of the coupling and its bearing; 

 deformation and wear products generation of the coupling components; 

 the formation of a sideways clearance in the coupling joints; 

 misalignment of tail shaft bearings; 

 increased outrun of the shaft tube, as well as axle fracture or shaft twisting. 

During the launch of the helicopter transmission under extremely low temperatures conditions, the 

stationary temperature monitoring sensors 4 installed in the couplings (Fig. 1) are unable to inform the 

pilots in a timely manner about any emerging problems.  A more advanced splined joint diagnostics 

technology is required in order to allow real-time identification of any emergency situations, which 

would improve the safety of long-distance piloting. 
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Figure 2. Experimental research complex splined coupling of the Mi-26 helicopter transmission: 

a) – coupling assembly at the stand; b) – barrel splines; c) – annular thimble splines; 

1 – vibration acceleration sensors; 2 – fixed fuselage frame 

 

3. Implementing the dynamic monitoring task 

The tribological system of the spline joint of the transmission of the Mi-26 helicopter (Fig. 2) refers to 

systems that are characterized by nonlinear interconnected physico-mechanical, thermophysical, tribo-

chemical, and load-velocity factors, as well as environmental ones. A feature of the coupling tribosystem 

operation spline joint is in the following. Its operation takes place under the influence of significant vibrations 

from the main engine and the entire helicopter as a whole. Therefore, modern technical means of measuring 

physical quantities, digital transmission and signal processing equipment should be used to achieve the goal. 

The most effective vibration measuring circuits include two measuring signals about oscillations in the input 

impact (engine thrust torque) and vibrations of the spline coupling itself. This allows using spectral analysis 

of data, estimating the ratio of the coherent spectrum to the spectrum of the input impact, and eliminating a 

significant part of random interference [6, 7]. 

To identify the processes of dynamic loading of couplings, we used the foundations of the automatic 

control theory [8] by analyzing the amplitude phase, time, and integral quality criteria. Based on the 

time-recorded measurement subsystem of the oscillations of the input impact (engine traction torque) 

and the output coordinates of the coupling movements, the complex transmission coefficient at each 

harmonic oscillation frequency is estimated as follows: 

 

𝐖(𝐢𝛚) =
𝐒𝐍(𝐢𝛚)∙𝐒𝐌(−𝐢𝛚)

|𝐒𝐌(𝐢𝛚)|𝟐 = 𝐀(𝛚) ∙ 𝐞𝐢𝛗(𝛚) = 𝐏(𝛚) + 𝐢𝐐(𝛚),   (1) 

 

where SM(iω) is the power spectral density of the input impact, the traction moment M (t); SN(iω) is the 

power spectral density of the normal displacement force N (t); A (ω) is amplitude spectrum; φ (ω) is phase 

spectrum; P (ω) isreal spectrum; Q (ω) is an imaginary spectrum. 

Expression (1) allows calculating the complex transfer coefficient [8] and the amplitude phase 

function that characterizes the ratio of elastic-inertial and dissipative components of the frictional 

interaction [6, 7]. Integrated estimates are known to allow estimating the amount of oscillation damping 

and deviations of the controlled value in aggregate, without determining them separately [8]. Therefore, 
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along with the well-known linear and quadratic integral quality criteria of the transient characteristics, 

we also proposed to evaluate the elastic-inertial and dissipative components by the amplitude phase 

characteristics for each time point in the given octave (1/3, 1/12 or 1/24-octave) frequency ranges [6, 7].  

With a higher degree of reliability, it allows selecting the most informative ranges of natural frequencies, 

where you can find the influence of physical and mechanical characteristics of the lubricant (hypoid 

lubricant), as well as the wear of the surfaces of the splines of the coupling joint. 

To identify the elastic-dissipative and dynamic characteristics of the couplings, the following integral 

estimates were used: 

- elastic-inertial components of the interaction, conductive to the convergence of the contacting 

friction surfaces, as well as prompting an increase in contact stresses and temperatures: 

𝐈𝐂(𝐭) = ∫ 𝐏(𝛚)𝐝𝛚
𝛚𝐣

𝛚𝐢
, given P(ω) ≥ 0,    (2) 

 where  t is registered operating time; 

ωi, ωj  are boundary frequencies for octave (fractional octave) spectral analysis; 

P(ω) is real frequency response characterizing the elastic-inertial components of a complex quantity (1) 

𝐏(𝛚) = 𝐑𝐞[𝐖(𝐢𝛚)] = 𝐀(𝛚) ∙ 𝐜𝐨𝐬[𝛗(𝛚)];    (3) 

- inertial components of the interaction, contributing to the loss of stability of the friction bond: 

𝐈𝐌(𝐭) = ∫ 𝐏(𝛚)𝐝𝛚
𝛚𝐣

𝛚𝐢
, given P(ω) < 0;    (4) 

- dissipative components of the interaction, characterizing the resistance forces that are directed 

oppositely to the resultant sliding velocity vector: 

𝐈𝐅𝐜(𝐭) = ∫ 𝐐(𝛚)𝐝𝛚
𝛚𝐣

𝛚𝐢
,  given Q(ω) ≤ 0,    (5) 

where Q(ω) is imaginary frequency response of the complex quantity (1), characterizing the dissipation of 

energy during dynamic interaction: 

 Q(ω) = Im[W(iω)] = A(ω) ∙ sin[φ(ω)];      (6) 

- dissipative components of the interaction, characterizing the development in the frictional-

mechanical subsystem of frictional self-oscillations, that is resistance forces with the vector co-directed 

with the sliding velocity vector: 

𝐼𝐴(𝑡) = ∫ 𝑄(𝜔)𝑑𝜔
𝜔𝑗

𝜔𝑖
, given Q(ω) > 0.    (7) 

It is known that the damping properties of mechanical systems in the linear theory of oscillations are 

estimated by the dimensionless damping coefficient ξ, as the ratio of the exponent of the amplitude 

oscillations damping n to the frequency of free oscillations ω0. It is problematic to determine the 

coefficient in substantially nonlinear friction systems. The authors proposed an empirical expression for 

estimating the coefficient ξ in the form of a certain integral value Iξ (t) for the current time moment t, 

which makes it possible to identify the frequency ranges of nonlinear system oscillations where 

dissipative properties have the greatest influence on the dynamics of the system:  

𝜉 =
𝑛

𝜔0
=

𝛽

𝛽0
;    𝐼𝜉(𝑡) ≈

1

√
1+

1

(
𝐼𝐹𝑐(𝑡)+𝐼𝐴(𝑡)

𝐼𝐶(𝑡)+𝐼𝑀(𝑡)
)

,                                     (8) 

where n is the vibration damping coefficient, с–1;  

ω0 is the frequency of natural vibrations, с–1;  

β is coefficient of resistance to vibrations, N ∙ s / m;  

β0 is the critical value of the coefficient of resistance to oscillations, at which the oscillatory character is 

replaced by a monotonically decaying (aperiodic), N ∙ s / m;  

IFc, IA, IC, Im are integral assessment of quality [6, 7], calculated on the basis of the analysis of 

amplitude-phase characteristics and indirectly characterizing the ratio of resistance forces (5), frictional 

self-oscillations (7), elastic forces (2), and inertial forces ( 4). 

Observing the expectation value, mean squared departure and peak-factor of estimates (2) - (8) in 

real time observation t, allows solving  tasks of identification and time-to-time variation of elastic-

dissipative characteristics.  
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It is more convenient to implement the task of dynamic monitoring of spline couplings using a single 

criterion that would allow analyzing the generalized characteristics of the friction-mechanical system 

and predicting, with a certain probability, changes in the trend of characteristics. We have proposed a 

dynamic quality criterion (9) to be such a characteristic. Its limiting value is equal to one, and 

corresponds to the "warning" threshold:  

 𝐼𝐷(𝑡) =
1

12
∑ 𝐼𝑘

12
𝑘=1 , (9) 

where Ik are integral estimates of the estimated parameters of the stationary transmission coefficient (1).  

The lower the level of ID (t), the more stable and balanced the friction system of joint is. Values (9) 

exceeding 1 correspond to abnormal operating conditions in the form of outruns, resonance, and other 

forms of deviations from the stationary trajectory of motion. In accordance with the three sigma rule, 

the “danger” threshold was also set at the values of ID (t) ≥ 1.15.  

Changes in load-speed operating conditions, ambient temperature and a significant number of side 

factors have a significant impact on the performance of the splined coupling. Such factors might include 

the following: high frequency oscillations in the formation of local metal links in the case of fretting-

corrosion; a significant change in the rate of relative slip of friction surfaces; convergence or removal 

of contact surfaces of friction under the influence of inertia forces; deformation of active volumes of 

friction surfaces, increase of contact stresses. The combination of unfavorable factors, loads and sliding 

speeds can cause the change of the microgeometry of the friction surfaces, followed by the development 

of plastic deformations, friction auto fluctuations. All these can lead to increased instability of the 

tribosystem, athermic or thermal capture, high values of dynamic coefficient of friction (Tolstoi - Push 

effect). 

One can estimate the residual supply of the couture according to the results of long-term tests or 

during the operation. For this purpose both the method of octave analysis of energy dissipation [sum of 

calculated estimates (5) and (7)], and the proposed method of dynamic quality criterion with established 

thresholds of "warning" and "danger" can be used. The nature of the octave spectrum changes is shown 

in Fig. 3, depending on the hourly operating time. 

Observing the values of the amplitudes of the octave spectra during the operating time of the support 

coupling 5, it is possible to identify more reliably the periods of running-in (0–881 sec) and normal 

operation (992–1522 sec), when the dissipative energy losses for friction processes are maximum, and 

the fixed value of the damping coefficient ξ reaches minimum values of 0.11. In addition, monitoring 

several couplings simultaneously allows establishing statistical levels of the damping coefficient in each 

frequency range of the fractional octave spectrum: the base level (B), as well as warning (W) and danger 

(D) thresholds (Figure 3). 

To simulate the main dynamic vibrations of the prongs of the spline connection of the tail shaft 

couplings of the Mi-26 helicopter when the nature of the loading effect changes, a laboratory stand was 

made to monitor the technical state of the spline model (Figure 4). 

Thus, a technique for diagnostics of tribological couplings of the tail drive couplings of Mi-26 

helicopters has been proposed. It allows identifying in real time the stability of elastic-inertial and 

dissipative characteristics of frictional interaction, periods of running-in, normal operation and 

catastrophic wear using the values of fractional octave spectra. 
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Figure 3. 1/3-octave spectrum analysis of the damping coefficient depending on the operating time of the 

splined coupling 5 of the frame support 

 
Figure 4. Stand for research of the spline connection: 

1 - model node; 2 - double lever; 3 - bottom bar; 4 - top bar; 5 - loading springs; 6 - lock nuts 
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4. Conclusion 

The use of the developed dynamic criterion simplifies the technological process of diagnostics, 

monitoring, and forecasting. It also allows optimization of significant changes in elastic-dissipative 

relationships, preventing the occurrence of abnormal operating conditions by informing the pilots about 

the fixed threshold values of "warning" or "danger". 

The proposed technique for tribospectral identification of friction processes and dynamic monitoring 

of friction systems contributes to an increase in the safety of helicopter operation. It can also be applied 

to any friction units, which will make it possible to implement a short-term or long-term forecast in the 

change of the dynamic characteristics of loaded NTS. 
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Abstract. Modeling methods play a significant role in the operation, diagnostics, and prediction 

of the current state of various mechanical systems. The authors have developed fundamentally 

new approaches to solving problems of optimization, increasing the efficiency and 

competitiveness of nonlinear technical systems. Test facility investigations of closed friction 

units of mobile systems using a lubricant with the aluminum powder insertion were carried out. 

Test bench allows simulating a reciprocating motion. The analysis of research demonstrates the 

stabilizing effect of such a lubricant on the tribothermodynamics of the friction unit. 

1. Introduction 

The usage of modern technological equipment, the application of cutting-edge methods and methods for 

the production of structural and consumables, as well as the optimization of technological processes, 

significantly affect the development of modern industries. Modeling methods play a significant role in 

the operation, diagnostics, and forecasting of the current state of various mechanical systems. The 

authors of the article used the basis of available theoretical and experimental data in the field of dynamics 

of friction processes and research methods. They have developed fundamentally new approaches to 

solving problems of optimization, increasing the efficiency and competitiveness of nonlinear technical 

systems [1-6].   

Thus, samples of the spline joint of the tail rotor drive transmission coupling of the Mi-26 helicopter 

were investigated using a test bench that allows simulating the reciprocating motion with the given load 

and velocity parameters. 

 

2. Examination of model samples of splined connection of transmission coupling 

In accordance with the method of physical and mathematical modeling [5…10], the load-velocity 

conditions for carrying out a model experiment were determined with a simplex of diameters of a full-

scale splined joint and its model Cd = 1.62 and a scale of the loading moment CM = 196.8. The load 

during the reciprocating motion of the spline joint model Nm = 2100 N and the frequency of the 

reciprocating motion ωm = 44.73 Hz, which corresponded to the tractive effort torque of the full-scale 

system.  

For research of model samples of the spline joint of the helicopter tail rotor drive transmission 

coupling, a friction pair (full-scale pair) (Figure 1) was chosen. There was a cup made of 38Kh2MYuA 

steel (Figure 1, a) and a tip made of 12Kh2N4A (Figure 1, b). There was a model pair (Figure 2) with 
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an angular sample made of 38Kh2MYuA steel (Figure 2, c) 2 and 3) and a plate of 12Kh2N4A  

(Figure 2, c) 1). The samples of the model were undergone by full-cycle heat treatment, the angle sample 

was carburized, and the plate was nitrated.     

 

       
 

Figure 1. Splined joint: 

a) cup; b) tip; c) joint assembly 

Figure 2. Model of spline joint: 

a) sample; b) counter-sample; 

c) joint assembly; 

1 - plate; 2 and 3 - angle samples 

 

 

When the frequency of the reciprocating motion and the load moment on the friction unit were 

changed, the dynamics of frictional interaction was modeled using a laboratory test bench with normal 

pressure of 100 MPa when working with different lubricants: in the oil bath with a standard HG oil 

lubricant and in the oil bath with a lubricant added to aluminum powder. 

During the research, we recorded the values of the trends in the friction coefficient both in statics 

and in dynamics, as well as the energy losses of the dynamic friction coefficient, dissipative losses of 

the dynamic friction coefficient and the dimensionless value of the damping coefficient in the most 

significant octave frequency ranges, and the dynamic quality criterion of a nonlinear technical system. 

Figure 3 shows the trends in the stationary (steady-state) value of the friction coefficient and its value 

during natural oscillations which occur under the influence of forced oscillations. 

The most significant value is the dynamic friction coefficient of the elastic and inertial interaction 1 

(Figure 3), since it takes into account additional inertial disturbances from the frictional mechanical 

system. The frictional mechanical system significantly affects the approach of the contacting friction 

surfaces to each other, as well as the increase in normal tension and temperature. 

The dynamic friction coefficient of the inertial impact 2 (Figure 3) significantly affects stability of 

the frictional bonds, stability of the frictional mechanical system, and deviation of the characteristics 

transient in time from the stationary motion trajectory. 
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Figure 3. Comparative analysis of the friction coefficient in the statics and dynamics of the friction 

unit functioning with samples 

 

The dynamic friction coefficient of resistance forces 3 (Figure 3) determines the speed of operation 

of the transient characteristics in time, when the vector of resistance forces is oppositely directed to the 

velocity vector of the relative sliding of the contacting friction surfaces. 

The dynamic friction coefficient, caused by the frictional self-oscillations 4 formed in the friction 

contact (Figure 3), significantly affects both the stability of the frictional bonds, the stability of the 

frictional mechanical system, and the deviation of the characteristics transient in time from the stationary 

motion trajectory. 

The test data show (see Figure 3) that with an increase in the relative sliding speed within 0 to 22.5 

Hz at 1350 min – 1, the inertial components of the dynamic friction coefficient are absent, and the 

dissipative ones are insignificant. Due to frictional self-oscillations, the components of the dynamic 

friction coefficient increase significantly with a rise in the relative sliding speed to the nominal values. 

The inertial impacts on the friction unit significantly increase when reaching the rated load-speed 

operating mode and before the completion of transient oscillations in the range from 360 s till 680 s. 

From 680 s till 1000 s of observations, the stationary friction mode takes place, which is characterized 

by a decrease in all comprising values of both the dynamic friction coefficient and its value after the end 

of transient oscillations. 

At 1020 s of observation period, aluminum powder is inserted into the oil bath with HG oil lubricant. 

At the same time, an increase in low-frequency vibration and a significant decrease in the volumetric 

temperature of the oil bath are noticed. In the range of experiment time from 1020 s till 1500 s, transient 

forced vibrations occur in the frictional mechanical system that are associated with the restructuring of 

the tribo-characteristics of the friction unit functioning. From 1500 s till 1590 s of the experiment, the 

stabilization of all components of the friction coefficient is recorded, and in the time range from 1590 s 

till 1630 s, braking and stopping are implemented. 

Figure 4 shows the trends in energy losses of the dynamic friction coefficient. Indeed, in the ranges 

from 280 s till 600 s, and from 1020 s till 1480 s of observation periods during transient oscillations, we 
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record significant losses of the dynamic friction coefficient. The stationary friction mode is characterized 

by the coincidence of the gradients of change in both the friction coefficient in stationary motion and 

the integral estimate of the energy losses of the dynamic friction coefficient. Further, there is a change 

in the dissipative losses of the dynamic friction coefficient of the mechanical system in octave frequency 

ranges [4,8]. 

Figure 5 shows the trends of dissipative losses of the dynamic friction coefficient in the most 

significant octave frequency ranges. The significance of the frequency ranges was assessed by the value 

of the Pearson correlation coefficient and testing the null hypothesis using the Student's test. It was 

revealed that the frequency ranges with geometric mean frequencies of 36 Hz (Cxy = 0.77); 72 Hz  

(Cxy = 0.54) and 18 Hz (Cxy = 0.5) are the most significant in terms of the degree of impact on the 

tribo-characteristics of the system. The frequency range of dissipative energy losses with a geometric 

mean of 128 Hz has almost no correlation with the friction coefficient in stationary motion (Cxy = 0.19), 

but has a significant effect during free oscillations caused by external influences. 

 

 
 

Figure 4. Comparative analysis of the friction coefficient f in static, and the integral value of energy 

losses fdyn 

 

When reaching the nominal friction mode from 0 s till 360 s of observation time, dissipation energy 

losses in the frequency range 11.2 – 22.4 Hz (1) decrease, since equilibrium roughness is formed. In a 

wide frequency range of 22.4 – 177.8 Hz, on the contrary, dissipation losses increase as the relative slip 

speed goes up.  

Upon reaching the rated load-speed operating conditions, dissipation losses are almost stationary in 

11.2 – 22.4 Hz frequency range (1); in 22.4 – 177.8 Hz frequency range, they decrease monotonically, 

which indicates the stabilization of friction processes. According to the graph in Figure 5, the stationary 

friction regime is fixed in the time range from 760 s till 800 s of observation time, which correlates with 

the results of data analysis in Figure 3 and 4. 

It should be noted that the insertion of aluminum powder into the oil reservoir for 800 s of the 

experiment stabilizes the dynamics of the frictional mechanical system in 11.2 – 22.4 Hz (1) and 22.4 – 

44.7 Hz frequency ranges (2), and it is characterized by the values of dynamic friction coefficient 
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0.000125 ± 0.00003 (0.09 ± 0.015). In frequency ranges 44.7 – 89.1 Hz (3) and 89.1 – 177.8 Hz (4), we 

observe a decrease in dissipation energy losses. 

 

 
 

Figure 5. Comparative analysis of the friction coefficient f in static, and dissipative components  

of the dynamic coefficient of friction fdyn in octave frequency ranges 

 

The analysis of the experiment shows that the insertion of aluminum powder into the HG oil lubricant 

improves the tribothermodynamics of the friction unit. 

The results of determining the dimensionless value of the damping coefficient ξ are presented in the 

most significant octave frequency bands (Figure 6). The graphs display that upon completion of transient 

oscillations, the damping coefficient ξ is stationary in 0.71 - 22.4 Hz frequency ranges (1); in the 

frequency ranges 22.4 - 44.7 Hz (3) and 89.1 - 177, 8 Hz (41), it has a positive gradient of physical and 

mechanical properties, which indicates the stabilization of dynamic characteristics and an increase in 

the stability of the frictional mechanical system. 

The insertion of aluminum powder into the HG oil lubricant reduces the speed of the system in 22.4 

- 44.7 Hz frequency range (3). However, upon completion of transient oscillations, the value of the 

damping coefficient ξ in all frequency bands is characterized by more stationary values. 

 

3. Organization of monitoring of friction-mechanical system functioning 

It is more convenient to monitor the functioning of a frictional mechanical system on the basis of some 

dynamic quality criterion which characterizes the simultaneous change in frequency, time and integral 

quality criteria, as well as elastic-dissipative characteristics [6, 7,10]. Figure 7 shows the dependence of 

the dynamic quality criterion of the frictional mechanical system on the load-speed operating conditions, 

tribo characteristics and analyzed parameters of the system. 

The maximum permissible values of the dynamic quality criterion correspond to one and are 

determined by the established load-speed modes – the so-called "warning" threshold 1 (Figure 7). If the 

values of the dynamic quality criterion are less than the "warning" threshold, the frictional mechanical 

system is operated in stationary-stable modes. 

268



 

 

 

 

 

 

A dynamic quality criterion from 1 to 1.15 informs about the advent of critical operating modes, and 

the criterion above 1.15 signals about the danger of the formation of abnormal friction modes which can 

lead to a failure of the frictional mechanical system. 

 

 

Figure 6. Comparative analysis of the friction coefficient f in statics and dimensionless damping 

coefficient ξ in octave frequency ranges 

 

Figure 7. Trends of the dynamic criterion of system quality 
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A dynamic quality criterion from 1 to 1.15 informs about the advent of critical operating modes, and 

the criterion above 1.15 signals about the danger of the formation of abnormal friction modes which can 

lead to a failure of the frictional mechanical system. 

In the interval from 0 s till 320 s, the nominal load-velocity friction mode is reached, which is 

characterized by low values of the dynamic quality criterion, and this determines the normal operating 

mode of the technical system. According to observations, transient friction regimes from 360 s till 600 

s and from 1015 s till 1180 s are characterized by a significant value of the dynamic quality criterion, 

which exceeds the established threshold of "danger" by 1.15 times. Consequently, the investigated 

frictional mechanical system is subject to significant inertial and elastic-dissipative influences that 

exceed the permissible ones which may be due not only to the operation of the friction unit itself but 

also to additional dynamic influences from the drive. 

It should be underlined that the stationary friction mode of the frictional mechanical system is 

characterized by the coincidence of the gradients of the friction coefficient and the dynamic quality 

criterion. 

 

4. Conclusion 

Thus, the use of the methods of tribospectral identification of friction processes and dynamic monitoring 

of changes during observation time of the parameters of the frictional mechanical system makes it 

possible to implement the problems of diagnostics of friction units and to reveal the influence of 

changing load-speed operating modes, wear, tribological characteristics of lubricants on the 

tribodynamic characteristics of the friction unit. 

It should be noted that the introduction of aluminum powder into the HG oil lubricant has a stabilizing 

effect on the dynamic characteristics of the friction unit, reduces the speed of the system, shows more 

stationary values of the damping coefficient, reduces the bulk temperature of the lubricant in the friction 

unit by 20-30 ° C and, therefore, significantly improves tribothermodynamics of the friction unit. 
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Abstract. The article considers the electric spark intensification doping methods by using 

ultrasonic vibrations to obtain the method of electroacoustic deposition. The ultrasonic vibrations 

use in the deposition process is possible due to the use of an acoustic system at the end of which 

a naturally swirled waveguide is used. To analyze the waveguide oscillation amplitude 

dependence on the frequency, the article presents analytically obtained dependences of the 

longitudinal and torsional components of vibrations. The obtained results reliability of 

theoretical studies is confirmed by the good convergence of the theoretical and calculated 

frequency response resonant peaks. The electroacoustic deposition effectiveness method is 

confirmed by experimental studies of maintaining the hardened drills performance. The 

experimental data analysis showed a 2-4 fold increase in the total durability period of hardened 

drills. 

1. Introduction 

The wide and effective use of ultrasound in different processes largely depends on the type of oscillation. 

Application of ultrasonic vibrations in various processes found the use of longitudinal, torsional and 

integrated fluctuations. In connection with the ease of implementation, well-designed mathematical 

models and calculation bases, wide use in practice found longitudinal ultrasonic vibrations. Torsional 

ultrasonic vibrations have not found wide application due to the complex methods of implementation. 

Complex fluctuations include the coupling of longitudinal and torsional vibrations [11]. The 

implementation of such fluctuations does not differ from longitudinal, and their effectiveness and 

technological flexibility is much higher [14]. The expansion of effective use of energy in the 

technological practice of complex narrow can be associated with the development of the theory of 

transformation of this type of oscillations. The theory will allow to consider the dynamics of complex 

oscillations in a form convenient for engineering calculation, and, in addition to the basic formulas, to 

give a General method of calculation [12]. 

The formation of complex oscillations is possible through the use of a naturally twisted waveguide 

connected to the last stage of the concentrator of the longitudinal acoustic system. The consideration of 

the twisted waveguide as a naturally twisted rod [7, 8, 9], subject to the action of forces arising in the 

process or other type of processing leads to a certain dynamic three-dimensional problem. 

2. The method of electro-acoustic spraying 

The problem of rational use of material resources of modern Metalworking production can be solved by 

applying new methods of shaping and intensifying existing ones. One of the ways to solve this problem 

is to increase the wear cutting tool resistance by using various applying wear-resistant coatings methods 

to the cutting tool. Over the years and up to the present time, many different coating methods have been 

successfully applied, one of which is the method of electric spark doping [1, 2]. Each method has its 
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own advantages and disadvantages, but the main disadvantage of most methods is the special conditions 

for the environment in which the coating is applied. The method considered in the works differs in the 

complete absence of requirements for the coating environment [3, 4].  

The essence of the method consists in transferring the electrode material melted by a pulsed current 

at the optimal gap between the tool and the electrode for an electric discharge. The gap is formed by 

performing ultrasonic longitudinal-torsional (complex) vibrations with the electrode. In addition, under 

the ultrasonic vibrations influence, plastic applied coating deformation is produced, which in turn 

increases the wear applied coating resistance. The ultrasonic vibrations use in the process of electric 

spark doping allowed us to obtain new properties of the known method. The effective ultrasonic 

vibrations use in various technological processes is largely due to the optimally selected acoustic system. 

Rod-type acoustic systems that form various types of ultrasonic vibrations are widely used in the practice 

of modern production [13]. Figure 1 shows an acoustic system that generates complex ultrasonic 

vibrations. 

The figure shows: magnetostrictive converter-1, waveguide-2, amplitude graph in the acoustic 

system-3, plot of waveguide strain distribution-4. This type of oscillation can be obtained by using a 

waveguide in the form of a naturally twisted rod. The complex vibrations use in the coating process 

allows you to obtain a special type of impact on the surface to be hardened, which can be interpreted as 

a shear shock. 

 

Figure 1. Complex speaker system 

3. Amplitude-frequency characteristics of the waveguide 

The results of theoretical studies were obtained depending on the amplitude and frequency for different 

types of naturally swirled waveguides [5].  

The longitudinal and torsional components are determined by the formula (1) 

 

 

                                 𝑈(𝑥, 𝑡) = 𝑈0(𝑥) ⋅ 𝑒
𝑖⋅𝑘⋅𝑡 ,     𝜙(𝑥, 𝑡) = 𝜙0(𝑥) ⋅ 𝑒

𝑖⋅𝑘⋅𝑡 ,         (1) 

 

where U0(x) and 0(x) - longitudinal and torsional component amplitude multipliers. 

At the end of the waveguide, the these multipliers values for x=l are equal.  
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𝑈0(𝑙) =
𝛼21 ⋅ 𝐴

𝑅𝑜
⋅
𝑎1 ⋅ 𝑐𝑜𝑠

𝑘 ⋅ 𝑙
𝑐2

− 𝑎2 ⋅ 𝑐𝑜𝑠
𝑘 ⋅ 𝑙
𝑐1

𝑐𝑜𝑠
𝑘 ⋅ 𝑙
𝑐1

⋅ 𝑐𝑜𝑠
𝑘 ⋅ 𝑙
𝑐2

, 

     (2) 

𝜙0(𝑙) =
𝛼21 ⋅ 𝐴

𝑅𝑜
⋅
𝑐𝑜𝑠

𝑘 ⋅ 𝑙
𝑐2

− 𝑐𝑜𝑠
𝑘 ⋅ 𝑙
𝑐1

𝑐𝑜𝑠
𝑘 ⋅ 𝑙
𝑐1

⋅ 𝑐𝑜𝑠
𝑘 ⋅ 𝑙
𝑐2

. 

 

The received dependences analysis showed that by waveguide changing the geometrical parameters, 

such as groove width, angle of twist, it is possible to change the acoustic system resonance frequency 

and the ratio of the longitudinal and torsional component of the oscillations, up to change the direction 

of the complex vector. The theoretical dependence analysis of the amplitude on frequency changes, 

obtained in previous works [5], [6] showed that outside the resonant frequency, the longitudinal and 

torsional components of ultrasonic vibrations ratio changes, which in turn leads to a change in the 

vibration vector of the complex component. This phenomenon can be used when calculating a 

waveguide with a given ratio of complex vibrations components. Changing the waveguide geometric 

parameters allows you to influence both the value of the speaker system resonant frequency, and the 

direction and amplitude of complex vibrations. 

Figure 2 shows the calculated and experimental frequency response of waveguides made of VT5 and 

steel 45. 

 

 

Figure 2. Frequency response of a twisted waveguide made of VT5 and steel 45  

 

The characteristics analysis showed good convergence of the theoretical and experimental 

characteristics. The theoretical peak shift in both cases is probably due to the error in the experiment 

[10]. In addition, the experimental characteristic has a second rise in amplitude, which is not present in 

the calculated characteristic. This fact can be explained by the presence of reflected waves in the acoustic 

system, the influence of which was not taken into account in the theoretical calculations. The theoretical 

and experimental peaks deviation of the frequency response does not exceed the permissible values and 

is 4 percent. 

4. Conclusion 

The effectiveness of the applying wear-resistant coatings electroacoustic method is confirmed by studies 

on the example of drills, as one of the most common types of cutting tools. 2 batches of 27 P6M5 drills 

with a diameter of 12 mm were selected for the experiment. The first group was strengthened by 

applying a wear-resistant coating of hard alloy VT5. The second group was not strengthened. After 

drilling 50 holes in a plate made of 45 steel, the cutting capabilities of the drills were evaluated. In total, 

500 holes were drilled. The experiment results in the form of a graph of the probability of preserving 

the cutting abilities of drills are shown in figure 3. 
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Figure 3. Probability graph of maintaining the cutting abilities of drills 

 

As a result of hardening, 100% preservation of cutting abilities is observed after drilling 200 holes. 

This value was 70% for non-hardened patients. An even greater discrepancy in probability is observed 

when drilling 300 holes of 85% and 40%. In addition, it should be noted a significant increase in the 

probability of maintaining the cutting capacity of hardened tools throughout the entire working time. 

Thus, after 20 minutes of operation, the hardened drills had no failures, and after 30 minutes - 85% 

compared to 40% of non-hardened drills. After 40 minutes of operation, the non-hardened drills were 

almost completely exhausted, while 55% of the hardened drills were in working condition. 

The efficiency of hardening 100 drills after 20 minutes of work will be expressed by an increase in the 

total period of durability by 1.43 times, after 30 minutes of work - by 2.02 times, and after 40 minutes 

by 4.7 times. 
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Abstract. A modified collocation method for the numerical solving boundary value problems of 

mathematical physics is proposed. The irregular arrangement of collocation nodes in the problem 

solving domain can sharply increase the accuracy of the numerical solution by improving the 

quality of the   linear algebraic equations system, to which the solved boundary value problem 

leads. Various   basis functions systems are considered. The proposed method allows one to 

obtain an approximate solution of boundary value problems for a wide range of linear and 

nonlinear elliptic, parabolic and wave equations in an analytical form. This numerical method 

makes it possible to significantly expand the   application field of traditional numerical methods 

when solving applied problems for modelling fields of various physical natures, described by 

linear and nonlinear equations of mathematical physics.  The developed method is used to solve 

a quantum-mechanical problem for a hydrogen molecule ion. The results obtained in this work 

show the high potentialities of the complete collocation method, which are based on the 

universality of the method and high accuracy of numerical solutions. The energy of the ion  

ground state calculated with the minimum number of collocation nodes differs from the 

experimentally obtained value by 13%. 

1. Introduction 

Numerical modelling   of different physical nature fields is one of the urgent physics problems. Currently 

the finite element method (FEM) and the finite difference method (FDM) [1-2] are the most frequently 

used to solve these problems. However, the using these methods in solving specific problems of 

mathematical physics, is not always justified. 

High requirements for the numerical solution accuracy, the need to take into account the boundary 

conditions containing the normal derivative of the desired function on surfaces with a complex 

configuration, the difficulties in solving nonlinear problems force us to investigate and develop 

alternative numerical methods for solving boundary value problems.  

The point-sources method (PSM) is a promising numerical method for solving problems of 

mathematical physics. PSM can be considered as one of the collocation method (CM) variants [3-8].  

By PSM, an approximate solution is represented as a linear combination of basis functions that exactly 

satisfy the basic equation. However, in the collocation method, it is allowed to use other basic functions, 

which significantly expands the capabilities of the numerical method [9-10]. In this work, one of the   

collocation method variants is developed. It can be used to solve a fairly wide range of boundary value 

problems in mathematical physics, including nonlinear problems. 

 

2. Method of complete collocations  

Consider a domain Ω of a two-dimensional or three-dimensional space with a boundary ∂Ω, in which a 

boundary value problem for the equation 
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      rrr fUL  , r  (1) 

is solved with conditions on the boundary ∂Ω 

      rrr gU  , r , (2) 

where  rL
, 

 r  are linear operators in the domain Ω and on the boundary ∂Ω;  rf  and  rg   

are given functions in the domain Ω and on the boundary ∂Ω. Let a system of linearly independent 

functions   ri  be given that have the completeness property in the domain Ω. 

We represent the solution of problem (1), (2) in the form of a series 

   





0i

iiCU rr  . 

Since finding an infinite number of expansion coefficients is practically impossible, we will seek an 

approximate solution to problem (1), (2) in the form of a finite sum 

    





1

0

N

i
iiN cU rr  . (3) 

To determine the unknown expansion coefficients in (3), we proceed as follows. We place nodal 

points vN  and GN , collocation points in the domain Ω and on the boundary ∂Ω, respectively. The total 

number of collocation points N  = vN  + GN  should correspond to the number of coefficients N  in the 

expansion (3). The coordinates of the nodes, collocation points, in the domain Ω we denote as 

vk Nk 1,r , and on the boundary ∂Ω    NNk vk  1,r . To find the expansion coefficients ci, we 

substitute (3) in equation (1) and in boundary condition (2) and require their exact fulfillment at the 

collocation points. The result is a system of linear algebraic equations 

       vk

N

i
kiki NkfLc 





1,
1

0

rrr  , (4) 

         NNkgc vk

N

i
kiki 





1,
1

0

rrr  . (5) 

We obtain the desired numerical solution in the form of a finite sum (3) after solving the system of 

linear algebraic equations (4) - (5). It should be noted that relation (3) gives an approximate analytical 

expression for the desired function  rU . This means that the resulting solution  rU  can be treated like 

any other analytical expression. It can be differentiated, other actions can be performed, and at the same 

time there is no additional numerical error. 

The described here collocation method variant, which leads to a system of linear algebraic equations 

in the form of relations (4) - (5), will be called the complete collocations method (CCM), and system 

(4) - (5) will be called the CCM system. The word “complete” in the name of the CCM indicates that 

the collocation conditions must be satisfied not only at all internal nodal points of the solution domain 

Ω, but also at its boundary ∂Ω. 

The main problem that arises in finding an approximate solution to (3) is associated with the 

possibility of ill-conditioned system (4) - (5). For example, it was shown in [11] that when a function of 

two variables is interpolated by polynomials of degree n, the determinant of the system vanishes if the 

collocation nodes lie on the same curve of order n. A similar result takes place for functions of three 

variables. Therefore, with a regular, for example, with a uniform arrangement of collocation points, it is 

usually impossible to avoid bad conditioning. However, if you make adjustments in the location of the 
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collocation points, randomly making a small displacement of them, then the problem associated with 

the poor conditioning of the CCM system (4) - (5) can be eliminated. 

Various variants of collocation methods differ from each other primarily in the system of used basis 

functions   ri . For example, solving two-dimensional problems, you can use functions of the form 

   yx
ii

i yxr , (6) 

and  solving three-dimensional boundary value problems, can use functions of the form 

   zyx iii
i zyxr . (7) 

Each   the number value i in (6), (7) must correspond to a certain set of numbers ix, iy, iz.. In addition, 

the basis functions must be ordered thus, that with an increase in the ordinal number of the basis function 

i, the total degree of the basis function ni=ix+ iy+ iz  does not decrease, moreover   10 r . 

An approximate solution can also be searched in the form of a trigonometric sum (truncated Fourier 

series). Basic functions have certain attractiveness that taking a maximum, for example, a single value 

at the point of location of the corresponding collocation node and decrease with distance from this node. 

These can be, for example, functions of the following types: 

        22
exp, iii yyxxkyx  , (8) 

         122
1,


 iii yyxxkyx . (9) 

Here, the constants k are selected in such a way as to provide the smallest error in the numerical 

solution. The possibility of using other basic functions to obtain a solution to boundary value problems 

using the CCM is not excluded. 

The CCM can be successfully used to solve various problems of mathematical physics, both linear 

and nonlinear [12-14]. The CCM is most naturally used to solve boundary value problems for linear 

equations of mathematical physics. However, it is possible to successfully apply the method under 

consideration when solving boundary value problems for an equation of parabolic type [12-14]. Below, 

as an example, we solve a quantum mechanical problem for   a hydrogen molecule ion. 

 

3. Hydrogen molecule ion model 

The hydrogen molecule ion Н2
+ consists of two hydrogen nuclei and one electron. Let us denote the 

distance between two hydrogen nuclei (nucleus A and nucleus B) through a. We will assume that the 

value of a changes adiabatically and when solving the Schrödinger equation, it can be taken constant. 

This means that vibrations of nuclei around the equilibrium position, as well as rotation of nuclei around 

the center of gravity, will not be taken into account. 

Let us consider the motion of an electron in a polar coordinate system   ,, z , placing nucleus A 

and nucleus B on the z axis at an equal distance from the origin. The potential energy of an electron in 

the Coulomb field of the nuclei of a molecule is determined by the expression 

         









 2/1222/1221

0
2 2/2/4, azazezU 

. 

The Schrödinger equation for an electron with zero orbital angular momentum has the form 

          











Eazazem
2/1222/1221

0
212 2/2/42  , 

where Е is the electron energy. 

We will seek ax symmetric solutions for which    zz ,,,   . Obviously, this solution 

corresponds, in particular, to the ground state of the ion. 
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Let's move on to atomic units of length   122
04


me  and energy   2

0
4 4

me . In these units, the 

Schrödinger equation has the form 

       02/2/2
2/1222/122 











 azazE . (10) 

4. Results and discussion 

Solving the problem numerically, it was first assumed that a = 2,1au, which corresponds to the known 

equilibrium distance between the nuclei of the hydrogen molecule ion [15]. The solution domain Ω was 

specified as a square with side L=8a. It was assumed that the wave function vanishes at the boundaries 

of the domain Ω. The correctness of this assumption was confirmed during subsequent testing the 

problem. 

The CCM system (4) - (5) for the problem being solved is homogeneous and its solution is reduced 

to finding such energy values Е for which the wave function  z,  has a nontrivial solution that 

vanishes at the boundaries of the domain Ω. To obtain a nontrivial solution, a certain point М is set 

inside the domain Ω, for example, between the hydrogen nuclei, in which the value of the wave function 

is certainly not zero. At this point, the value of the wave function is assumed to be equal to unity: 

  1M . This condition can be regarded as a condition for normalizing the wave function. After 

obtaining the solution, the wave function can be easily renormalized. 

As shown above, the numerical solution of boundary value problems using the CCM assumes to use 

of a certain system of basis functions. When solving the Schrödinger equation (10), the impossibility of 

using power functions (6) was found due to the instability of the numerical solution. Satisfactory results 

can be obtained using exponential (8) or hyperbolic (9) basis functions. 

The problem is solved in accordance with the following algorithm. The initial value of the electron 

energy Е0 and the step of energy variation δε are set. It is desirable that this step be much less than the 

distance ∆E between the nearest energy eigenvalues, δε << ∆E. For each energy value E=E0+kδε, 

therefore, at k = 0, 1, 2,…, the CCM system (4) - (5) is solved. The parameter is calculated as a criterion 

for the problem on the energy eigenvalues 

   
1

1

abs



 










 

sN

k
kK r . (11) 

Here, the summation is performed over all points (not necessarily collocation nodes) located at 

random on the boundary of the domain Ω. The number of these points is equal to Ns. We will call 

parameter (11) the boundary criterion. 

On the graph of the dependence of the criterion K on the energy E, the maxima should correspond to 

the eigenvalues of the electron energy. Figure 1 shows such a graph. The calculations were carried out 

with the total number of nodes N = 426, Ns = 100; the constants k in (8), (9) were set equal to k = 7. The 

electron energy varied from -40 eV to 0. The graph clearly shows three maxima corresponding to 

energies of -29.4 eV, -17.1 eV and -9.4 eV. Energy ε0 = -29.4 eV corresponds to the ground state of an 

electron in a hydrogen ion. The total energy of the ion is the sum of the energy of the electron and the 

energy of the Coulomb interaction of nuclei, equal (at 2.1 au) U0 = 13.0 eV, which adds up to the energy 

of the ground state W0 = –16.4 eV. The deviation from the experimental value of the energy equal to -

18.8 eV [15] is about 13%. For the simplest numerical model presented here, this accuracy is quite 

acceptable. 

Then, the dependence of the ground state energy of the ion W0 on the intern clear distance a was 

calculated. The distance a was varied from 0.5 au  to 5.0 au.  Using a numerical model based on the 

CCM, the energy of the ground state of the electron in the ion was found for each value of a, and then 

the energy of the ion W0. Figure 2 shows a graph of the dependence W0 = W0(a). This dependence has a 
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minimum at 1.8 au. The deviation from the experimental value a = 2.1 au is 14%, which also seems to 

be a quite acceptable error. 

 

 
Figure 1. Dependence of the boundary 

criterion K on the electron energy 

 

 
Figure 2. Dependence of the hydrogen 

ion ground state energy on the distance 

between the nuclei 

5. Conclusion 

The numerical solution of boundary value problems for   elliptic and parabolic equations can become a 

difficult problem to solve, even if the sought solution is sufficiently smooth. Certain difficulties can 

arise if the original equation does not belong to the standard type of mathematical physics equations, or 

if the boundary conditions contain derivatives along the normal. In this case, the numerical solution of 

the boundary value problem using the finite element method (FEM) or the finite difference method 

(FDM) may have too slow convergence and not provide the required accuracy of the result. In these 

cases, as the results of the data presented here show, one can try to solve the boundary value problem 

using the CCM. 

In these cases it is possible to solve the boundary value problem using the CCM. The results obtained 

confirm the possibility of using this method in solving not only two-dimensional, but also three-

dimensional boundary value problems, including nonlinear ones. As in PSM, the solution using the 

CCM is obtained in an analytical form. Therefore, the obtained solution can be differentiated without 

loss of accuracy, and other mathematical operations can be performed with it. 

Thus the presented methods compare favorably with FEM and FDM. It should also be noted the high 

accuracy of the results obtained using the CCM. All this makes the CCM a promising numerical method 

for modeling fields of various physical natures, using it in solving various physical problems, for 

example, quantum mechanical problems, an energy eigenvalues problems. Taking into account the 

extreme simplicity of the computer implementation of the CCM, further studies   of this method 

possibilities should be considered promising. 
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Abstract. This work is aimed at developing and improving diagnostic equipment used in high-

voltage distribution networks by modeling electromagnetic transients and expanding the 

functional part of devices. Presented are models of a three - phase distribution network and a 

high-voltage part of a test installation forming a technological system "diagnostic device-

distribution network". Examples are shown of wave processes in the simulated system during 

insulation breakdowns, load characteristics of the test installation during operation of the device 

are shown, which makes it possible to optimize insulation control methods and technical 

diagnostic tools for electrical laboratories. Disclosed are examples of calculating the location of 

damage in case of insulation failures in different sections of the controlled network based on the 

analysis of wave processes in the line. 

1. Introduction 

Analysis of the operational properties of 6-10 kV distribution networks shows that the most common 

cases of insulation failure are: damage to cable lines, namely, breakdowns of the "core-core, "core-shell" 

type (this is both insulation aging and mechanical damage); damage to insulators on sections of overhead 

electric transmission lines (for example, its overlap). These examples indicate that isolation is the 

weakest element of the network and requires special solutions aimed at improving operational reliability. 

These solutions can be achieved through the development of computer models of power three-phase 

cable and overhead electric transmission lines, simulation models of high-voltage test installations that 

are part of electrical laboratories. 

 
2. Main part  

Low equipment of electrotechnical laboratories with inexpensive effective technical means of 

diagnostics of modern insulation materials of distribution networks reduces the reliability of power 

supply to the consumer and significantly complicates the work of operational personnel of the electric 

grid complex [1,2] during diagnostic work (fig. 1), this in turn can also lead to errors in assessing the 

isolation status of the monitored network.For example, when putting into operation electric power cable 

lines (CL) with crosslinked polyethylene insulation in the absence of ultra-low frequency installations, 

according to the guidance documents (OST 34.01-23.1-001-2017 "SCOPE AND STANDARDS OF 

TESTING OF ELECTRICAL EQUIPMENT") it is necessary to check the insulation of the electrical 
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cable line with the rated AC voltage of industrial frequency (operating voltage) within 24 hours, what 

is a work-intensive and energy-intensive task for a high-voltage laboratory and its personnel, in addition, 

it is almost impossible to monitor the leakage current in the cable every minute for 24 hours in the course 

of testing (24-hour on-line monitoring of parameters). The absence of devices for determining the 

location of damage by relative methods in electrical laboratories significantly complicates the search for 

the zone of insulation damage and increases the total time of the disconnected state of the cable line, 

which leads to economic losses. The development of a multifunctional high-voltage device of ultra-low 

frequency will significantly reduce the test time of the power cable line from 15 to 60 minutes (the time 

depends on the level of the output test voltage of the device), and significantly increase the efficiency 

of the electrical laboratory. Testing of CL with crosslinked polyethylene [3,4] insulation with high 

voltage of ultra-low frequency allows you to identify tree  growth [5,6] in the insulation (microchannels 

in polyethylene insulation filled with water or other chemical compounds) that reduce its electrical 

strength. Defects in insulation lead to failures (electrical short) in the distribution network both during 

high-voltage insulation testing and during operation of the distribution network under load, therefore, 

determining the location of damage is an essential and important task in the complex of diagnostic work. 

To date, national manufacturers high-voltage test device of ultra-low frequency do not have technical 

solutions that allow combining the functions of high-voltage testing and determining the location of 

damage (DLD) of defective insulation in one device, it certainly affects the efficiency of the device. The 

high cost of foreign analogues and the complex management structure make it difficult to purchase and 

operate them. Today, the tasks of testing and DLD are solved in two steps with the use of a different 

fleet of devices, changing the schemes of work, and sometimes even by different ETL teams. The 

development of scientific and technical solutions that allow combining several functions in one device 

(high-voltage testing and determining the location of damage) without changing the scheme of work is 

particularly relevant and important for the country's power grid complex. A multifunctional diagnostic 

device (MFDD) for 10 kV distribution networks must meet the following requirements listed in table 1. 

 

Table 1. ParametersMFDD 

Parameter Value 

Maximum amplitude of the input voltage of the DLD organ in the power line 

diagnostics mode, kV 

1-70 

Range of measured distances of DLD, m 50-9999 

Outputvoltagefrequency, Hz 0-0.1 

The output voltage ULF, kV 30 

Output rectified voltage of negative polarity, kV 70 

Measurement range of the current consumed by the test object, mA 50 

Additional parameterization via the human-machine interface yes 

 

Navigation in the menu should be clearly separated and understandable to operational personnel. A 

USB port must be provided in the installation to transmit data about searching for damage to power 

cables. When measuring the cable, all data is fully stored in the device's memory. Conclusions can be 

downloaded to a PC and reports can be processed using special software. 
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1

2

3

distribution network 10 kV

 
Figure 1. Diagnostic work in the distribution network 10 kV, where: 1-electrotechnical 

laboratory, 2-cable line, 3-overhead line 
 

Such decisions can be made based on the analysis of computer modeling of electromagnetic 

transients in the technological system "test  unit - distribution network" with experimental testing of the 

results of studies of wave processes in the controlled network in the diagnostic mode [7]. The simulation 

model of the technological system shown in fig. 1 can be obtained by combining models of the test 

facility [8] and the distribution network [9,10]. The most interesting are models of technological systems 

in three-phase design fig. 2, they should take into consider the distributed nature of the parameters of 

cable and overhead lines and take into consider the frequency of free oscillation. In the model fig.2 in 

each block of the CL and overhead line, a T-shaped replacement scheme for one element of the network 

length, , which takes into considering frequency-dependent specific parameters and mutual induction of 

current-carrying parts, allowing for a more established process of transient and steady-state processes 

in the 6-10 kV network, this provides an additional opportunity for developers to apply more effective 

isolation monitoring methods and improve the efficiency of damage location detection devices (DLD). 

The model also allows analyzing the wave processes that occur in it during insulation failures during 

line exploitation and in diagnostic modes, in order to study electromagnetic waves and improve the 

methods of DLD for various types of damage [14,19].  
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Figure 2. Computer model of a three-phase 10 kV distribution network in diagnostic mode 

presented in the form of hierarchical blocks, where: 1 – a high-voltage test source; 2-a key 

simulating a electrical short in the network; CL and OL 10 kV distribution network  

in the form of hierarchical blocks 
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The computational model of the bipolar rectifier circuit is shown in Fig.3. The same scheme can be 

used as part of a high-voltage unit of a multifunctional test facility for diagnostics of cables with 

crosslinked polyethylene insulation [11,12]. The proposed computational model allows us to study the 

external characteristics of the rectifier with voltage multiplication in any load range, which is applicable 

for any combination of parameters of circuit elements and the form of the supply voltage.  

 

 

Figure 3. A computer model of a high-voltage source, where: V1 - is an ac voltage source with 

a frequency of 20 kHz and an amplitude of 10 kV; R1- is a load that changes the rectifier mode 

from idle to electrical short; Ci -  is capacitances in the rectifier stages; Di - is diodes in the 

rectifier stages; K1 Si - are voltage-controlled alternately switched switches; V2 - is a voltage 

source controlled by a key. 

Simulation computer model of the rectifier allows taking into consider the nonlinear dependence of 

the output voltage on the load current Fig. 4, table 2. 

 

Table 2. Dependence of output voltage on leakage current 

leakage current, I,мА 0,1 0,5 1,0 2,0 3,0 5,0 10 20 30 40 50 

output voltage, U,кВ 39 38 38 37 36 35 30 22 15  9 2,6 

 

 
 

Figure 4. Load characteristics 
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In existing rectifier calculations, (for example, using the Balabukh method) this cannot be done, since 

this specified method allows to consider the load characteristic only on a linear section of the load 

characteristic, (that is until the moment insulation is broken or the rectifier operates with insignificant 

leakage currents). The proposed model allows us to study transient and established processes all points 

of the load characteristic (from the device no load to the electrical short mode), this solution allows 

developers of such equipment to improve their diagnostic devices, optimally select the parameters of 

the main installation elements, and develop more efficient network isolation monitoring equipment with 

increased operational reliability. Such models are made up of a set of elements that are located in the 

electronic library of the program (models Fig.2 and Fig. 3 are executed in the LTSpice program). Each 

element of the electronic model corresponds to nominal parameters, which in turn can be changed 

according to the specified criteria.  

The wave process [13,16,18] obtained as a result of modeling during diagnostic work shown in fig. 

5-6 allows operational personnel to determine the location of damage in the distribution network and 

select the optimal high-voltage test scheme based on the criterion of minimum shape distortion and free 

oscillation period [15,17]. 

 

 

Figure 5. Waveform of the wave process at the beginning of the cable-air line  

at the breakdown of insulation (core-shell) ½ length of the power cable line section 

 

 

Figure 6. Waveform of the wave process at the beginning of the СOL,  

when the suspension insulator the breakdown electric on a section of the overhead line of ¼  

of the length of the OL 
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The period of free vibrations in a line closed on one side and open on the other is equal four times 

the range of the electromagnetic wave T1 = 4•tpr. The distance to the insulation breakdown can be 

determined by knowing the time and speed of the wave: 

 
пр υ υ

4

xT
l = t = 

 (1) 

where T1 - is the time of one full period of the wave path, and y is the propagation speed of the 

electromagnetic wave, for cable lines of this class makes up the value is 165 m/microseconds. 

Substituting the values of time T1 =1.28 microseconds (fig. 5) and speed υ=165 m/microseconds in the 

formula, we get the desired distance to the place of insulation damage in the controlled network equal 

to 50.6 m. On fig.6 shows an oscillogram voltage of the transition process in COL with a breakdown of 

the insulation on the cable line section. The period of the wave process (T1=3.95 mcs) as a result of 

insulation failure in high voltage time test accurately indicates an accepted staff on the distance (formula 

1) to the fault line (1095 m). On practice, operational personnel very often use burn-through installations 

to determine the location of a electric short CL with a high transient resistance at the point of damage, 

which is a time-consuming and complex operation that requires the engineer performing this work to 

change the test circuit and connect a new fleet of devices. The search time for such damages ranges from 

several hours to several days and is the most complex and expensive operation, while up to half of the 

costs in the diagnostic complex of works are spent on eliminating and determining the location of 

insulation damage in the distribution network. Availability of the ETL fleet of DLD devices that 

visualize the wave process using a relative method, or domestic test devices with the DLD function 

(MFDD) that meet the requirements of table 1, will significantly speed up and simplify repair work in 

the distribution network, as well as allow ETL personnel to avoid errors during repairing work [20-22]. 

 

3. Conclusion 

With the development of software systems that allow modeling electromagnetic processes in complex 

electrical systems and diagnostic devices, it becomes possible to analyze wave processes in distribution 

networks. his analysis allows you to improve the main diagnostic equipment and methods for monitoring 

the state of isolation of the controlled network, make decisions that reduce the likelihood of errors by 

operational personnel when determining the location of damage, reduce the time of repair work in the 

network, which further increases the efficiency of electrotechnical laboratories. The three-phase model 

of the technological system "the testing device -distribution network" allows to optimize the area of the 

test site in conditions small areas, by making circuit decisions on connecting free cable cores during 

high-voltage testing of three-phase power lines and selecting the parameters of the circuit components. 

The existence of a fault location recorder built into the high-voltage device in automatic mode at the 

time of high-voltage testing will significantly simplify the complex of diagnostic work for the personnel 

servicing the distribution network, reduce the time of the consumer's disconnected state and reduce 

economic losses due to power interruption. 
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Simulation of pneumatic actuator position system for long 

stroke mounting movements 

V S Sidorenko, D A Korotych, V I Grishenko, A N Kharchenko 

Don state technical university, Rostov-on-Don, Russia 
 

Abstract. The creation of new equipment and technical means for the implementation of 

promising processes and technologies is largely determined by the level of development of 

mechanical engineering. The most important requirements for technological equipment are an 

increase in work processes, flexibility and adaptability, automation, implementation of complex 

algorithms of executive movements. The mechanisms of executive movements ensure the 

operation of transporting, fixing and other target mechanisms, this largely determines the quality 

and efficiency of processing processes. Positional actuators have existing technical solutions. 

However, to a greater extent they relate to linear movements realized by rod cylinders, this does 

not allow adapting the results of existing research to the development of long-stroke positional 

movements. In the course of this work, an assessment was made of the existing types of drives 

and a displacement and position measurement sensors. The proposed positional pneumatic 

scheme allows solving the problem of positioning long-stroke displacements, its mathematical 

and computer models were built, and dynamic analysis and conclusions were made. 

1. Assessment of the state of the issue 

In order to achieve the linear movement of the output link of the technological equipment, pneumatic, 

electromagnetic and hydraulic drives are usually used. The latter two types of engine are more 

widespread. An electromagnetic drive, on the other hand, is clean and reliable to operate, but often 

requires a mechanical transmission, the combination of which can be quite expensive. 

Pneumatic units have a number of advantages: they are fast, cheap, have outstanding power per unit 

weight, and are easy to maintain. A big problem when using a pneumatic cylinder is the presence of 

piston friction and non-linear characteristics of the compressed gas flow. Therefore, with long-stroke 

movements, there is a deterioration in the dynamics and positioning of the drive [1-3]. 

The use of existing sensors for measuring displacement and position is not always possible in 

industries where special attention is paid to fire and explosion safety. The use of electrical elements is 

not permitted there. The use of sensors with long travel distances can affect their cost or require 

feedback, which can also increase the cost of the drive. 

 

2. Development of a pneumatic positioning scheme 

Positional pneumatic actuator consists of: air preparation device (APD); rodless pneumatic cylinder 

(PC1); short-running pneumatic cylinders (PC2, PC3); tandem pneumatic cylinder (PC4); nozzle 

apparatus (N) and rails; throttle (TH1, TH2), which are used to regulate the speed of movement of the 

cylinder piston; two-position two-way valves with electro-pneumatic control (PV1, PV2, PV4); three-

position five-line distributor (PV3), mufflers (S1-S5). 
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Figure 1. Diagram of pneumatic positioning 

 

3. Description of the principle of operation 

The operator sets the required stop coordinate in the PLC, rapid traverse occurs. The pressure enters the 

nozzle N, then the pressure sensor PS. When the drive reaches the previously set coordinate, 

electromagnets Y1, Y2 are turned on. The cylinder rod PC4 switches the PV3 valve, the drive travel 

slows down. When the drive reaches the coordinate set by the operator through the N nozzle through 

the aligned hole, the pressure is supplied to the control line of the PV4 distributor and the PC4 tandem 

cylinder, and it switches the PV4, PV3 valves and blocks the inlet and outlet cavities, and activates the 

blocking brake. 

 

4. Formation of a generalized mathematical model 

The mathematical model of the pneumatic drive demonstrates a system of differential equations 

describing the movement of the working body and the change in pressure in the cavities of the 

actuator, the mathematical model of the pneumatic drive includes the following equations:  

1. The equation of motion of the actuator of the pneumatic cylinder.  

2. Equations of pressure change in the discharge cavity. 

3. Equations of pressure change in the exhaust cavity.  

The design diagram of the pneumatic drive is shown in Figure 2. 
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Figure 2. Design diagram of a pneumatic drive 

 

When designing, one of the main conditions is to confirm the functionality of the developed drive, 

as well as to analyze the processes occurring in it when positioning the pneumatic cylinder.  

When forming the mathematical model of the drive, the following assumptions were made:  

 the pressure of the compressed air source is constant over time;  

 the thermodynamic process of gas behavior in the pneumatic system is assumed to be adiabatic;  

 in the description of pneumatic devices, the ideal gas model is used, since the pressure in the 

pneumatic system is below 10 bar;  

 leaks are not taken into account;  

 the force of viscous friction is proportional to the speed;  

 the coefficients of expenses are taken as averaged;  

 the mass of the moved parts is assumed constant;  

 force Fc at the output link of the pneumatic drive is constant;  

 relay control of pneumatic valves;  

 the time of forming the control signal from the displacement sensor is not taken into account [4-5]. 

During the calculation of the pneumatic actuator, the initial data for the modeling were calculated and 

presented in Table 1. 
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Table 1. Initial data for modeling 

 

 

1.The equation of motion of the actuator of the pneumatic cylinder 

𝑚
𝑑2𝑥

𝑑𝑡2
= 𝑆 ∙ (𝑝1 − 𝑝2) − 𝐹вн ∙ 𝑠𝑖𝑔𝑛 (

𝑑𝑥

𝑑𝑡
) − 𝑘вт ∙ (

𝑑𝑥

𝑑𝑡
) − 𝐹т ∙ 𝑠𝑖𝑔𝑛 (

𝑑𝑥

𝑑𝑡
)                 (1) 

2.Equation of motion of the actuator of the pneumatic brake cylinder 

𝑚
𝑑2𝑥т 

𝑑𝑡2
= 𝑆 ∙ 𝑝𝑚 − 𝐹вн т ∙ 𝑠𝑖𝑔𝑛 (

𝑑𝑥т 

𝑑𝑡
) − 𝑘вт т ∙ (

𝑑𝑥т 

𝑑𝑡
) − спр т ∙ (𝑥0 + 𝑥т)                  (2) 

where 𝑆  is the effective area of the cavities, m2; 

𝑃1 , 𝑃2- air pressure, respectively, in the discharge and exhaust cavities of the cylinders, Pa; 
𝑑𝑥

𝑑𝑡
− speed of movement of moving masses, m / s; 

𝐹вн - the force of external forces, N; 

𝑘вт - coefficient of viscous friction; 

𝑚 - mass of moving parts of the drive, kg. 

𝐹т- braking force, N; 

𝐹т = 𝜇 ∙ 𝑁                                                                    (3) 

𝑁 = 𝑃𝑚 ∙ 𝑆т                                                                  (4) 

where 𝜇 is the coefficient of friction; 

𝑁- normal force, N; 

𝑃𝑚- supply pressure, Pa; 

𝑆т- the area of the piston cavity in the pneumatic brake,.𝑚2 

3. Equation of motion of the valve actuator 1  

𝑚𝑧 р1 
𝑑2𝑥𝑧1 

𝑑𝑡2
= 𝑆р1 ∙ (𝑝3 − 𝑝𝑦) − спр р1 ∙ 𝑥𝑧1 − 𝐹𝑐1 ∙ 𝑠𝑖𝑔𝑛 (

𝑑𝑥𝑧1 

𝑑𝑡
) − 𝐹𝑦1 ∙ (

𝑑𝑥𝑧1 

𝑑𝑡
) − 𝑃𝑦          (5) 

4. Equation of motion of the valve actuator 2  

𝑚𝑧 р2 
𝑑2𝑥𝑧2 

𝑑𝑡2
= 𝑆р2 ∙ (𝑝м − 𝑝1) − спр р2 ∙ 𝑥𝑧2 − 𝐹𝑐2 ∙ 𝑠𝑖𝑔𝑛 (

𝑑𝑥𝑧2 

𝑑𝑡
) − 𝐹𝑦2 ∙ (

𝑑𝑥𝑧2 

𝑑𝑡
) − 𝐹𝑒м2            (6) 

5. Equation of motion of the valve actuator 3  

𝑚𝑧 р3 
𝑑2𝑥𝑧3 

𝑑𝑡2
= 𝑆р3 ∙ (𝑝2 − 𝑝𝑎) − спр р3 ∙ 𝑥𝑧3 − 𝐹𝑐3 ∙ 𝑠𝑖𝑔𝑛 (

𝑑𝑥𝑧3 

𝑑𝑡
) − 𝐹𝑦3 ∙ (

𝑑𝑥𝑧3 

𝑑𝑡
) − 𝐹𝑒м3       (7) 

Name  Identification Mean. Size 

Drag coefficient ks1 

ks2 

ks3 

ks4 

65 

100 

70 

70 

 

Flow path diameter d1 

d2 

d3 

d4 

0.006 

0.006 

0.001 

0.0012 

m 

Compressor pressure pm 600,000 Pa 

Atmospheric pressure pa 101325 Pa 

Adiabatic coefficient to 1.4  

Coordinates given x01, x02 0.008 m 

Mass of moving parts of PC m 6 kg 

Strength of external resistance Fvn 20 N 

Pipeline diameter dtr 0.005 m 

Pneumatic cylinder 1 piston diameter D 0.04 m 

Pneumatic cylinder 2,3 piston diameter Dt 0.04 m 

Viscous friction coefficient kvt 400 N s/ m 

Piston stroke  L 0.4 m 

Friction coefficient kt 0.4  
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6. Equation of motion of the valve actuator 4  

𝑚𝑧 р4 
𝑑2𝑥𝑧4 

𝑑𝑡2
= 𝑆р4 ∙ (𝑝м − 𝑝т) − спр р4 ∙ 𝑥𝑧4 − 𝐹𝑐4 ∙ 𝑠𝑖𝑔𝑛 (

𝑑𝑥𝑧4 

𝑑𝑡
) − 𝐹𝑦4 ∙ (

𝑑𝑥𝑧4 

𝑑𝑡
) − 𝑃𝑦      (8) 

Where 𝑆р is the effective area of the valve end of the distributor, m2; 

𝑃м, 𝑃1, 𝑃т –Pressure at the inlet and outlet of the distributor, Pa; 

𝑃𝑦 –Pressure in the control channel, Pa; 

𝐹с - forces of resistance to movement of the distributor spool, N; 

𝐹𝑦- thrust reaction forces, N; 

𝐹𝑒м- force of action of the electromagnet on the valve spool, N; 

спр р  - spring compression ratio, N / m; 

𝑚𝑧 р - mass of the distributor spool, kg. 

7. Equation in the discharge cavity.  

Based on the first law of thermodynamics, the amount of energy 𝑑𝑄𝑀 supplied with the gas into the 

discharge cavity from the main goes to change the internal energy of the gas in the cavity 𝑑𝑈1 and to 

perform the work of the drive 𝑑𝐿 

𝑑𝑄𝑀 = 𝑑𝑈1 + 𝑑𝐿;                                                          (9) 
𝑑𝑄𝑀 = 𝑞 ∙ 𝑑𝑚,                                                                (10) 

The specific energy of a gas is determined by its body content - enthalpy. Enthalpy is related to the 

specific and temperature of the gas in the pipeline by the dependence: 

𝑞 = 𝑖 = 𝑐𝑝 ∙ 𝑇𝑀                                                            (11) 

Elementary mass of gas 𝑑𝑚 express it in terms of expense 𝐺𝑀: 
𝑑𝑚 = 𝐺𝑀 ∙ 𝑑𝑡                                                                  (12) 

Substituting (11) and (12) into equation (10), we find the amount of energy that enters the piston 

cavity 

𝑑𝑄𝑀 = 𝑐𝑝 ∙ 𝑇𝑀 ∙ 𝐺𝑀 ∙ 𝑑𝑡                                                     (13) 

After the transformation, we obtain the equation for the change in the internal energy of the gas: 

 𝑑𝑈1 = 𝑑(𝑐𝑣 ∙ 𝑇1 ∙ 𝑚1) = 𝑐𝑣 ∙ 𝑑(𝑇1 ∙ 𝑚1)                                          (14) 
Where 𝑐𝑣 − specific heat capacity of a gas at a constant volume; 

𝑇1 − gas temperature in the discharge cavity; 
𝑚1 −mass of gas in the discharge cavity. 

The mass of gas is determined in the size and volume of the cavity 𝜌1𝑉1: 
𝑚1 = 𝜌1 ∙ 𝑉1                                                            (15) 

Next, we substitute (15) into formula (14) and obtain an expression for determining the change in 

the internal energy of the gas 𝑑𝑈1 in the cavity:  
𝑑𝑈1 = 𝑑(𝑐𝑣 ∙ 𝑇1 ∙ 𝑚1) = 𝑐𝑣 ∙ 𝑑(𝑇1 ∙ 𝑚1)                                (16) 

Next, we transform the equation (10) 

According to the Mendeleev - Clapeyron equation 
𝑝1

𝜌1
= 𝑅 ∙ 𝑇1 

𝑇1 ∙ 𝜌1 = 𝑅 ∙ 𝑇1                                                       (17) 
Then, substituting (17) into formula (16), we transform the equation:   

𝑑𝑈 =
𝑐𝑣∙𝑑∙(𝑝1∙𝑉1)

𝑅
                                               (18) 

After differentiation, we get the final expression 

𝑑𝑈 =
𝑐𝑣 ∙ 𝑝1 ∙ 𝑑𝑉1

𝑅
+
𝑐𝑣 ∙ 𝑉1 ∙ 𝑝𝑉1

𝑅
                                          (19) 

Next, we get the work overcome by the gas: 

𝑑𝐿1 = 𝑝1 ∙ 𝑑𝑉1                                                        (20) 
Next, we transform equations (13), (19), (20), we obtain 

𝑐𝑝 ∙ 𝑇𝑀 ∙ 𝐺𝑀 ∙ 𝑑𝑡 =
𝑐𝑣

𝑅 ∙ 𝑝1 ∙ 𝑑𝑉1
+

𝑐𝑣
𝑅 ∙ 𝑉1 ∙ 𝑑𝑝1

+ 𝑝1 ∙ 𝑑𝑉1 

After that, we transform the expression and get: 
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𝑐𝑝 ∙ 𝑇𝑀 ∙ 𝐺𝑀 ∙ 𝑑𝑡 = 𝑝1 ∙ (
𝑐𝑣

𝑅 + 1
) ∙ 𝑑𝑉1 +

𝑐𝑣
𝑅 ∙ 𝑉1 ∙ 𝑑𝑝1

                                   (21) 

At constant pressure and constant volume, the specific heat capacities of the gas are interconnected 

by dependencies: 

𝑐𝑣 + 𝑅 = 𝑐𝑝                                                                         (22) 

Substituting equation (18) into (17) we get: 𝑐𝑝 ∙ 𝑇𝑀 ∙ 𝐺𝑀 ∙ 𝑑𝑡 =
𝑐𝑝

𝑅∙𝑝1∙𝑑𝑉1
+

𝑐𝑣

𝑅∙𝑉1∙𝑑𝑝1
 

To simplify the expression, the adiabatic exponent for air, we multiply the entire equation by R and 

divide by, as a result we get:
𝑐𝑝

𝑐𝑣
= 𝑘 = 1.4 

 𝑘 ∙ 𝑅 ∙ 𝑇𝑀 ∙ 𝐺𝑀 ∙ 𝑑𝑡 = 𝑘 ∙ 𝑝1 ∙  𝑑𝑉1 + 𝑉1 ∙ 𝑑𝑝1                                  (23) 

Let us find expressions for the components of this equation. The volume of the discharge cavity 𝑉1 

consists of the working (variable) volume of the working cavity 𝑉1𝑃of the pneumatic cylinder and the 

initial (constant) volume 𝑉01 of the pneumatic drive: 

𝑉1 = 𝑉1𝑃 + 𝑉01                                                                  (24) 

The working volume of the discharge cavity 𝑉1𝑃 is expressed through the area of the piston 𝑆1 in the 

discharge cavity and the coordinate 𝑥: 

𝑉1𝑃 = 𝑆1 ∙ 𝑥                                                                     (25) 

The initial volume 𝑉01 includes the structural volume of the discharge cavity in the extreme position 

of the piston and the volume of the supply line, which consists of the volumes of the pipeline and the 

connected pneumatic equipment. 

The initial volume 𝑉01of the supply line can be written, as is customary in some works [6-8], as 

follows: 

𝑉01 = 𝑆1 ∙ 𝑥01                                                                    (26) 

where 𝑥01 is the reduced initial coordinate of the piston position. 

Finally, substituting (25) and (26) into equation (24), we find the volume of the injection cavity 𝑉1 

𝑉1 = 𝑆1(𝑥 + 𝑥01)                                                              (27) 

Gas flow in pneumatic industrial drives. Coming into the discharge cavity depends on the nature of 

the process. 

In pneumatic industrial drives, the gas flow is close to the isothermal process [7-9]. Therefore, the 

gas flow rate is determined from the equation which we write in the following form, bearing in mind 

that.𝜎 =
𝑝

𝑝м
 

𝐺м = 𝐾1 ∙ √𝑝м
2 − 𝑝1

2,                                                         (28) 

where 

𝐾1 =
𝑓1

√𝑅 ∙ 𝑇𝑀 ∙ 𝜁1
;                                                         (29) 

Substituting the values and from (27) and (28) into the original equation, after transforming the 

equation (9), we obtain the equation for the change in pressure in the pressure cavity and emptying the 

pneumatic cylinder (30): 

𝑑𝑝1

𝑑𝑡
=

𝑘∙𝑓1∙√𝑅∙𝑇𝑀

𝑆(𝑥+𝑥01)√𝜉1
∙ √𝑝𝑀

2 − 𝑝1
2 −

𝑘∙𝑓3∙√𝑅∙𝑇𝑀

𝑆(𝑥+𝑥01)√𝜉2
∙ (
𝑝3

𝑝1
)

𝑘−1

2𝑘
∙ √𝑝1

2 − 𝑝3
2 −

𝑘∙𝑝1

𝑥+𝑥01
∙
𝑑𝑥

𝑑𝑡
      (30) 

where is the adiabatic index; 𝑘 

R - gas constant, J / Ккg  ; 
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𝑇м- temperature in the discharge line, K;  

𝑃1 - air pressure in the discharge line, Pa; 

𝑃3 - pressure in the sensor, Pa; 

𝐿 - maximum piston stroke, m; 

𝑓1 , 𝑓3 - flow area of pipelines, m2; 

 𝑥01- the ratio of the initial ("passive") volumes 𝑉01 of the pneumatic drive to the useful area of the 

piston of the piston and rod cavity of the pneumatic cylinder, respectively, m; 

 
𝑑𝑥

𝑑𝑡
−piston movement speed, m / s; 

𝜉1, 𝜉2- the coefficient of resistance of the supply and exhaust lines. 

7. Equation of pressure in the exhaust cavity. 

−𝑑𝑄2 = 𝑑𝑈2 + 𝑑𝐿2;                                                    (31) 

Similarly, we derive the equation in the drain cavity, the amount of energy leaving the exhaust cavity: 

𝑑𝑄2 = 𝑐𝑝 ∙ 𝑇2 ∙ 𝑑𝑚2 = 𝑐𝑝 ∙ 𝑇2 ∙ 𝐺2 ∙ 𝑑𝑚2                            (32) 

After the transformation, we obtain the equation for the change in the internal energy of the gas: 

 𝑑𝑈2 = 𝑑(𝑐𝑣 ∙ 𝑇2 ∙ 𝑚2) = 𝑐𝑣 ∙ 𝑑(𝑇2 ∙ 𝜌1 ∙ 𝑉2)                          (33) 

According to the Mendeleev - Clapeyron equation 
𝑝2

𝜌2
= 𝑅 ∙ 𝑇2 

𝑇2 ∙ 𝜌2 =
𝑝2
𝑅
                                                            (34) 

Then, substituting (32) into formula (31), we transform the equation:   

𝑑𝑈 =
𝑐𝑣 ∙ 𝑑 ∙ (𝑝2 ∙ 𝑉2)

𝑅
=

𝑐𝑣
𝑅 ∙ 𝑝2 ∙ 𝑑𝑉2

+
𝑐𝑣

𝑅 ∙ 𝑉2 ∙ 𝑑𝑝2
                   (35) 

Next, we get the work done by the gas in the exhaust cavity: 

𝑑𝐿2 = 𝑝2 ∙ 𝑑𝑉2                                                       (36) 

Next, we transform equations (32), (33), (34) into equation (31), we obtain 

𝑐𝑣 + 𝑅 = 𝑐𝑝; 

 −𝑘 ∙ 𝑅 ∙ 𝑇2 ∙ 𝐺2 ∙ 𝑑𝑡 = 𝑘 ∙ 𝑝2 ∙  𝑑𝑉2 + 𝑉2 ∙ 𝑑𝑝2;                  (37) 

The volume of gas in the exhaust cavity, taking into account the volume of the outlet pipeline and 

pneumatic equipment, is: 

𝑉2 = (𝑆 + 𝑥2 − 𝑥) ∙ 𝐹2                                                   (38) 
The outflow of gas from the exhaust cavity through the pipeline is close to the isothermal process. 

Therefore, the flow rate is determined from the simplified equation corresponding to the isothermal gas 

outflow: 

𝐺2 = 𝐾2 ∙ √𝑝2
2 − 𝑝А

2                                                (39) 

Where 

𝐾2 =
𝑓2

√𝑅 ∙ 𝑇2 ∙ 𝜁2
                                                     (40) 

Substituting the values 𝑉2 and 𝐺2 from (38) and (39) into equation (37), we obtain the equation for 

the pressure change in the exhaust cavity:  

𝑑𝑝2

𝑑𝑡
= −

𝑘∙𝑓2∙√𝑅∙𝑇𝑀

𝑆(𝐿−𝑥+𝑥02)√𝜉2
∙ (
𝑝2

𝑝𝑎
)

𝑘−1

2𝑘
∙ √𝑝2

2 − 𝑝𝑎
2 +

𝑘∙𝑝2

𝐿−𝑥+𝑥02
∙
𝑑𝑥

𝑑𝑡
                  (41) 

where is the adiabatic index; R - gas constant, J /𝑘 Ккg  ;  

𝑇м, 𝑇 - air temperature in the exhaust line, K;  

𝑃2 - pressure in the exhaust line, Pa; 

𝑃а - atmospheric pressure, Pa; 
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 𝐿 - maximum piston stroke, m; 

𝑓2 , - flow area of the drain pipeline, m2; 

L - piston stroke, m; 

𝑥02 - the ratio of the initial ("passive") volume 𝑉02 of the pneumatic drive to the useful area of the rod 

cavity of the pneumatic cylinder, m;  
𝑑𝑥

𝑑𝑡
−piston movement speed, m / s;  

𝜉2 - the coefficient of resistance of the exhaust line. 

5. Equation of pressure change in the sensor. 

𝑑𝑝3

𝑑𝑡
=

𝑘∙𝑓3∙√𝑅∙𝑇𝑀

𝑊1∙√𝜉3
∙ √𝑝1

2 − 𝑝3
2 −

𝑘∙𝑓4∙√𝑅∙𝑇𝑀

𝑊2∙√𝜉4
∙ (
𝑝3

𝑝𝑎
)

𝑘−1

2𝑘
∙ √𝑝3

2 − 𝑝𝑎
2            (42) 

where is the adiabatic index; R - gas constant, J /𝑘 Ккg  ; 

 - 𝑇м air temperature in the discharge line, K;  

 - 𝑃а atmospheric pressure, Pa; 

 - 𝑃1 , 𝑃3 pressure in the flowing part of the pipeline, Pa; 

 𝑊1,𝑊2 - the volume of the flow parts, 𝑚3/𝑠 
 - 𝜉3, 𝜉4 the coefficient of resistance of the supply and exhaust lines. 

𝑓3 , 𝑓4 - pipeline section area, m2; 

We obtain the system of equations of the mathematical model of this pneumatic system: 

{
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 𝑚

𝑑2𝑥

𝑑𝑡2
= 𝑆 ∙ (𝑝1 − 𝑝2) − 𝐹вн ∙ 𝑠𝑖𝑔𝑛 (

𝑑𝑥

𝑑𝑡
) − 𝑘вт ∙ (

𝑑𝑥

𝑑𝑡
) − 𝐹т ∙ 𝑠𝑖𝑔𝑛 (

𝑑𝑥

𝑑𝑡
)  

  

𝑚𝑧 р1 
𝑑2𝑥𝑧1 

𝑑𝑡2
= 𝑆р1 ∙ (𝑝3 − 𝑝𝑦) − спр р1 ∙ 𝑥𝑧1 − 𝐹𝑐1 ∙ 𝑠𝑖𝑔𝑛 (

𝑑𝑥𝑧1 

𝑑𝑡
) − 𝐹𝑦1 ∙ (

𝑑𝑥𝑧1 

𝑑𝑡
) − 𝑃𝑦         

𝑚𝑧 р2 
𝑑2𝑥𝑧2 

𝑑𝑡2
= 𝑆р2 ∙ (𝑝м − 𝑝1) − спр р2 ∙ 𝑥𝑧2 − 𝐹𝑐2 ∙ 𝑠𝑖𝑔𝑛 (

𝑑𝑥𝑧2 

𝑑𝑡
) − 𝐹𝑦2 ∙ (

𝑑𝑥𝑧2 

𝑑𝑡
) − 𝐹𝑒м2

𝑚𝑧 р3 
𝑑2𝑥𝑧3 

𝑑𝑡2
= 𝑆р3 ∙ (𝑝2 − 𝑝𝑎) − спр р3 ∙ 𝑥𝑧3 − 𝐹𝑐3 ∙ 𝑠𝑖𝑔𝑛 (

𝑑𝑥𝑧3 

𝑑𝑡
) − 𝐹𝑦3 ∙ (

𝑑𝑥𝑧3 

𝑑𝑡
) − 𝐹𝑒м3

𝑚𝑧 р4 
𝑑2𝑥𝑧4 

𝑑𝑡2
= 𝑆р4 ∙ (𝑝м − 𝑝т) − спр р4 ∙ 𝑥𝑧4 − 𝐹𝑐4 ∙ 𝑠𝑖𝑔𝑛 (

𝑑𝑥𝑧4 

𝑑𝑡
) − 𝐹𝑦4 ∙ (

𝑑𝑥𝑧4 

𝑑𝑡
) − 𝑃𝑦

𝑑𝑝1

𝑑𝑡
=

𝑘∙𝑓1∙√𝑅∙𝑇𝑀

𝑆(𝑥+𝑥01)√𝜉1
∙ √𝑝𝑀

2 − 𝑝1
2 −

𝑘∙𝑓3∙√𝑅∙𝑇𝑀

𝑆(𝑥+𝑥01)√𝜉2
∙ (
𝑝3

𝑝1
)

𝑘−1

2𝑘
∙ √𝑝1

2 − 𝑝3
2 −

𝑘∙𝑝1

𝑥+𝑥01
∙
𝑑𝑥

𝑑𝑡

𝑑𝑝2

𝑑𝑡
= −

𝑘∙𝑓2∙√𝑅∙𝑇𝑀

𝑆(𝐿−𝑥+𝑥02)√𝜉2
∙ (
𝑝2

𝑝𝑎
)

𝑘−1

2𝑘
∙ √𝑝2

2 − 𝑝𝑎
2 +

𝑘∙𝑝2

𝐿−𝑥+𝑥02
∙
𝑑𝑥

𝑑𝑡
∙

           

𝑑𝑝3

𝑑𝑡
=

𝑘∙𝑓3∙√𝑅∙𝑇𝑀

𝑊1∙√𝜉3
∙ √𝑝1

2 − 𝑝3
2 −

𝑘∙𝑓4∙√𝑅∙𝑇𝑀

𝑊2∙√𝜉4
∙ (
𝑝3

𝑝𝑎
)

𝑘−1

2𝑘
∙ √𝑝3

2 − 𝑝𝑎
2

  (43)  

The system of differential equations can be solved by various numerical methods (Euler, Runge-Kutta, 

etc.) for given initial conditions, drive parameters and control actions that functionally depend on the 

coordinate of the output link [10-13]. The study of the model was carried out in the SimIntech program 

by numerical methods. 

 

5. Сomputer model 

The computer model is shown in Figure 3. 
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Figure 3. Block diagram of the mathematical model 
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Figure 4. Computer simulation of automatic positioning pneumatic actuator system (1) 

 

 

 
 

Figure 5. Computer simulation of automatic positioning pneumatic actuator system (2) 
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Figure 6. The resulting graph of pressure changes 

 
Figure 7. The resulting graph of displacement and speed 

 

The results obtained confirm the functionality of the proposed drive and make it possible to evaluate 

the processes occurring in it during the positioning of the pneumatic cylinder piston. This drive model 

makes it possible to carry out a computational experiment for various positional cycles. The operator in 

the program sets positioning coordinates. The computer model can be modernized and corrected in order 

to introduce other control actions in other parameters after the experiment. 

 

6. Discussion 

The generalized mathematical model made it possible to analyze the functionality and characteristics of 

the developed positional actuator, to highlight and determine the assumptions necessary for further 

design. The developed computer model made it possible to evaluate the transient processes occurring in 

the drive. As a result of the computational experiment, the efficiency of the proposed technical solution 

was confirmed and the functionality of the positional pneumatic drive was determined. 
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Oscillographic analysis of the positioning process has established that the dynamic and control 

characteristics of the proposed drive are significantly improved when using a pneumatic brake. The 

drive run-out is significantly reduced, while providing a reliable fixation of the mechanism, which 

maintains accuracy under subsequent external influences [14-15].The speed of movement of the 

pneumatic cylinder has a decisive influence on the processes of deceleration, stopping and positioning 

of the control object [16-17]. So for a better stop, a deceleration was added at the penultimate coordinate. 
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Combined pneumatic drive of the rotary-dividing mechanism 

of the revolver head 
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Abstract. Currently, the use of a positional combined drive in metal-cutting equipment must 

have a high-precision ability to process new materials, the design of workpieces and parts; ensure 

the technical and environmental safety of personnel, etc. All these requirements must be met by 

CNC machines to produce competitive products in the market criteria. Metal cutting equipment 

due to its high cost has led to the need to use a single power source for multiple work movements. 

To increase the productivity of the machine, it is necessary to use a combined two-motor 
positional pneumatic drive. This increases the total production time. reduce the main time (by 

automating two movements: rapid supply of the workpiece to the processing center, and reduce 

the auxiliary time (automating the installation of the workpiece and removing the part, reducing 

the path of movement of the tool), reduce the time for equipment changeover (using digital 

display and software control). The section "research results" presents the results of mathematical 

modeling based on a computer model implemented in the SimInTech software package. The 

graphs of pressure dependences in the piston and rod cavities of the pneumatic cylinder, speed 

and displacement of the pneumatic cylinder are obtained. 

1. Introduction 

The relevance of research 
Multi-tool turrets are mainly equipped with an electric drive for performing pivoting and pivoting 

movements. But there are ways where it is not only possible to use, but also a pneumatic drive. For this, 

the actuator uses the principle of double positioning: pre-positioning, second precision positioning; 
The novelty is as follows: 

1. Variable drive structure during movement. (modular principle of variation of submodels in one 

working cycle, algorithms of block diagrams of the research model) 
2. The complex dynamics of the entire pneumo-mechanical system, because mutual influence of 

drives: pneumatic cylinders PC1, PC2 and pneumatic accumulator PA [1-5]. 

3. Double positioning 

I pre-positioning 8 12
I

   
 

; 

II precision positioning  5 8
I

   
 

 

I   due to double-sided stop; 

I II     

Reaching the goal: mincТ   

сT = relT + rT + clamT + clamT         (1) 
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сT  - Full cycle time of the drive, s; 

relT - The time of the release actuator; s; 

rT  - The time of rotation of the drive, s; 

clamT  - Drive clamping time, s; 

locT  - Drive locking time, s; 

 
 

Figure 1. Pneumatic kinematic diagram of a combined positional pneumatic actuator 

PL – pneumatic lock, PV1-PV6 – pneumatic valve, TH1 – throttle, PVA – pressure valve,  

AC – accumulator, PC1 – PC2 – Pneumatic cylinder, PLC – programmable logic controller,  

MPS – Mechanopneumatic sensor, YA1 – YA7 -  Electromagnet. PM1 – Pressure meter, S – silencer, 
CV1 – CV2 – Check Valve; 
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Figure 2. Design diagram of a positional pneumatic actuator 
 

Mechanical subsystem: 

Equation of motion of a linear motion positional pneumatic actuator 

 

2

( ) ( )1 1 2 2 . , .2

d L dl
m P S P S F F sign Fpr v f d f l fdtdt

     ;       (2) 

2

( )1 3 3 4 .2

d
I S P P M M Mpc yf d f

dt


     ;        (3) 

mpr  - moving weight of the piston, kg; 

1S , 2S - effective area of the discharge and exhaust cavities, 
2

m ; 

1P , 2P - air pressure, respectively, in the discharge and exhaust cavities of the cylinder PC 1, Pa; 

3S  - effective area of the rotary pneumatic cylinder 
2

m ; 

3P , 4P  - air pressure, respectively, in the discharge and exhaust cavities of the cylinder PC 2, Pa; 

1m m m mpr pc v pis   ;         (4) 

mv - rotating mass, kg; 
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mpis -the mass of the piston, kg; 

1mpc workpiece weight, kg; 

L - stroke of the PC1 piston (mechanical closure coupling), m; 

. .F F Fc v f d f            (5) 

.Fv f -viscous friction force, N; 

,Fd f  - dry friction force, N; 

.Fl f  -Locking force, N; 

;. 2 2F P Sl f  N;          (6) 

0   by tzL L  and 1  tzL L ; 

L  - moving the power pneumatic cylinder rod, m; 

tzL  - the target coordinate of the stop, m; 

;. .F k Vv f v f           (7) 

.kv f - coefficient of viscous friction, 
s

N
m

; 

V - the speed of movement of the stock, m/s; 

1 2 cI I I Ipc pcrd    ;     (8) 

cI   - moment of inertia of the control device, 
2

kg m ; 

rdI  - Reduced moment of inertia, 
2

kg m ; 

  - a Boolean parameter 

1I pc  - moment of inertia of the pneumatic cylinder 1, 
2

kg m ; 

2I pc  - moment of inertia of the pneumatic cylinder 2, 
2

kg m ; 

  - angular displacement, rad/s; 

R - Radius, m; 

2
I I ic T       (9) 

1 / 3i  ; 

i - the ratio of gear set; 

M y  - moment on the stop, N•m; 

.M f d  - moment of force of dry friction, N•m; 

M f  - locking torque; 

;..
d

kv f dt
M f d


     (10) 

0M F Rf  ;     (11) 

0 F tgfF  ;     (12) 
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0F - drive stop power; 

The kinematic equation of balance of mass flows on the pressure line of a pneumatic actuator 

𝐺1 = 𝐺𝑃𝐶1 + 𝐺𝑝𝑖𝑠 + 𝐺1𝑐𝑜𝑚𝑝 + 𝐺𝑃𝑀𝑆 ;    (13) 

𝐺1 = 𝜇1 ∙ 𝑓𝑑1 ∙ 𝑝𝑃 ∙ √
2∙𝑘

𝑅∙𝑇𝑝 ∙(𝑘−1)
∙ 𝜑(𝜎1);   (14) 

𝐺1𝑃𝐶 =
𝑊1∙𝑑𝑝1

𝑘∙𝑅∙𝑇н
;     (15) 

𝐺𝑝𝑖𝑠1 = 𝑘𝑛 ∙ (𝑝1 − 𝑝2) ∙ 𝑠𝑖𝑔𝑛(𝑝1 − 𝑝2);   (16) 

𝐺1𝑐𝑜𝑚𝑝 =
𝑊𝑃

𝐸
∙

𝑝1∙𝑑𝑊𝑃

𝑅∙𝑇𝑃
;    (17) 

𝐺𝑃𝑀𝑆 = 𝑃𝑀 ∙
𝜋∙𝑑2

4
;     (18) 

G1- flow through the pressure line distributor, 𝑘𝑔 ∙ 𝑠−1; 

𝐺𝑃𝐶1 - flow rate in the Rodless cavity of the power pneumatic cylinder, 𝑘𝑔 ∙ 𝑠−1; 

𝐺𝑝𝑖𝑠- consumption caused by leaks in the piston, 𝑘𝑔 ∙ 𝑠−1; 

𝐺1𝑐𝑜𝑚𝑝- the cost of compressibility in the pressure line, 𝑘𝑔 ∙ 𝑠−1; 

𝑘𝑛- the ratio of partecke; 

𝐺𝑃𝑀𝑆- flow rate flowing through the pneumatic-mechanical sensor, 𝑘𝑔 ∙ 𝑠−1; 

R– universal gas constant; 

K - ratio of specific heats (for air k =1,4); 
E - air volume elasticity modulus, Pa; 

W1 - current volume of the piston cavity of the power pneumatic cylinder, 𝑚3; 

𝑊𝑃- current volume in the pressure line of the pneumatic actuator, 𝑚3; 

𝑇𝑃- air temperature in the discharge line, K; 
рН, р1, р2 - supply pressure, in the piston cavity of the power pneumatic cylinder, in the rod cavity of 

the power pneumatic cylinder, PA. 

After converting the formulas, the equation will take the following form: 
𝑑𝑃1

𝑑𝑡
=

𝑘∙𝜇1∙𝑓𝑑2∙𝐾∙𝑝𝑝∙√𝑅∙𝑇𝑝∙𝜑(𝜎1)

𝑆1∙(𝐿11+𝐿)
−

𝑘∙𝑝1

𝐸∙(𝐿11+𝐿)
∙

𝑑𝐿

𝑑𝑡
−

𝑘∙𝑅∙𝑇𝑝

𝑆1∙(𝐿11+𝐿)
𝑘𝑛 ∙ (𝑝1 − 𝑝2) ∙ 𝑠𝑖𝑔𝑛(𝑝1 − 𝑝2) − 𝑃𝑦 ∙

𝜋∙𝑑2

4
;  (19) 

 

Where L11 is the ratio of the initial ("passive") volumes Wn of the pneumatic actuator to the useful 
area of the pneumatic cylinder piston, respectively, m. 

The current volume of air in the pressure line of the pneumatic actuator is determined by: 

𝑊𝑝 = 𝑆 ∙ 𝐿;    (20) 

Where L is the length of the pressure pipeline, m; S is the cross-section area of the pipeline, m2; 

Equation of mass flow balance of the pneumatic drive drain line 

𝐺2 = −𝐺𝑝𝑐2 + 𝐺у + 𝐺2𝑐𝑜𝑚𝑝 + 𝛽 ∙ 𝐺р + 𝐺𝑡𝑟;   (21) 

𝐺2 = 𝜇2 ∙ 𝑓𝑑2 ∙ 𝑝2 ∙ √
2∙𝑘

𝑅∙𝑇2∙(𝑘−1)
∙ 𝜑(

𝜎𝑎

𝜎2
);   (22) 

𝐺2𝑝𝑐 =
𝑊2∙𝑑𝑝2

𝑘∙𝑅∙𝑇2
;     (23) 

𝐺у = 𝑘у ∙ 𝑝2;     (24) 

𝐺2𝑐𝑜𝑚𝑝 =
𝑊𝑑𝑟

𝐸
∙

𝑝2∙𝑑𝑊𝑑𝑟

𝑅∙𝑇2
;     (25) 

𝐺р1 = 𝜇𝑝1 ∙ 𝑓р1 ∙ 𝑝2 ∙ √
2∙𝑘

𝑅∙𝑇2∙(𝑘−1)
∙ 𝜑(𝜎а);   (26) 

𝐺𝑡𝑟2 = 𝜇𝑡𝑟2 ∙ 𝑓𝑡𝑟2 ∙ 𝑝2 ∙ √
2∙𝑘

𝑅∙𝑇2∙(𝑘−1)
∙ 𝜑(𝜎а);   (27) 

Where 𝐺2 - drain line flow rate kg∙ 𝑠−1; 𝐺2𝑝𝑐 - flow rate in the rod cavity of the pneumatic cylinder 

kg∙ 𝑠−1; 𝐺у - flow rate of working air leakage into the atmosphere kg∙ 𝑠−1; 𝐺2𝑐𝑜𝑚𝑝- compressibility flow 

rate in the drain line kg∙ 𝑠−1; 𝐺р1 - flow through the pneumatic distributor P1; 𝐺2𝑝𝑐- flow rate via 
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pneumatic throttle, kg; ; 𝜇2, 𝜇р1 , 𝜇𝑡𝑟2 - flow coefficients for the rod cavity of the power pneumatic 

cylinder, pneumatic distributor P1, and pneumatic throttle DDR2, respectively; 𝛽 − the Boolean 

parameter; (with β=1 when the distributor P1 is open during rapid feed, β=0 when the distributor P1 is 

closed during positioning); 

𝑑𝑃2

𝑑𝑡
=

𝑘∙𝑓𝑑2∙𝜇2∙𝐾∙𝑝2

3𝑘−1
2𝑘 ∙√𝑅∙𝑇𝑎

𝑆2∙(𝑠+𝐿12−𝐿)∙𝑝𝑎

𝑘−1
2𝑘

∙ 𝜑 (
𝜎𝑎

𝜎2
) +

𝑘∙𝑝2

𝐸∙(𝑠+𝐿12−𝐿)
∙

𝑑𝐿

𝑑𝑡
+ 𝛽 ∙

𝜇𝑑1 ∙𝑓𝑑1∙𝑝2∙√𝑅∙(
𝑝𝑎
𝑝2

)

𝑘−1
𝑘

𝑆2∙(𝑠+𝐿12−𝐿)
𝜑(𝜎1) +

+
𝜇𝑡𝑟2∙𝑓𝑡𝑟2∙√𝑅∙(

𝑝𝑎
𝑝2

)

𝑘−1
𝑘 ∙𝑇2∙𝐾

𝑆2∙(𝑠+𝐿12−𝐿)
;    (28) 

 

Where s is the stroke of the pneumatic cylinder; 𝐿12is the ratio of the initial ("passive") volume 𝑊𝑑𝑟 
of the pneumatic drive to the useful area of the piston and rod cavities of the pneumatic cylinder, 

respectively, m. 

 
Control algorithm 

Entry conditions 

0;t  0;1 2P P 
 

;2P Pп
 2 0;P P 

 

1) t> 0;
0;2P 

 
( 0);0P Pпф  

 
;1 3P P Pп 
 

V   
( );L V t

 

;4
2

dkw Vп

 

2) On diskret z=1
PLC xу 

 to the Distributor . 2P
 Drain 

2 pressure4PC P 
 PC1 

consistent sequential, V  w  deceleration is opened Distributor P3 уР  
3) In diskret z, when combining slots in the PMD of pneumatic locks. The second positioning is 

mechanical closure. 

 

2. Discussion 

Simulation program for transient processes of positional pneumatic mechanical drive in the simintech 

computer simulation system 

When creating pneumatic actuators with positional control, it is required to ensure that the pneumatic 
actuator stops at any point along the stroke length. To ensure braking and stopping in these cases, a 

special pneumatic brake is used. 

The mathematical model of a pneumatic drive demonstrates a system of differential equations 
describing the movement of the working body and the change in pressure in the cavities of the actuator. 

Thus, the mathematical model of the pneumatic drive includes the following equations. 

1. Equation of motion of the actuator of the pneumatic cylinder. 
2. Equations of pressure change in the discharge cavity. 

3. Equations of pressure change in the exhaust cavity [6-11]. 
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Figure 3. Computer model of a pneumatic cylinder created in the Simintech program 

 
When designing, one of the main conditions is to confirm the functionality of the developed drive, 

as well as to analyze the processes occurring in it when positioning the pneumatic cylinder. The 

positioning process of a dynamic system, including mechanical and pneumatic subsystems, must be 

simulated, because the process is complicated by the non-stationarity of the compressed gas flow, the 
instability of the real effects on the pneumatic subsystem. Therefore, when forming the mathematical 

model of the drive (the design diagram is shown in Figure 2), the following assumptions were made: the 

pressure of the compressed air source is constant over time; the thermodynamic process of gas behavior 
in the pneumatic system is assumed to be adiabatic; in the description of pneumatic devices, the ideal 

gas model is used, since the pressure in the pneumatic system is below 10 bar; leaks are not counted; 

the force of viscous friction is proportional to the speed; the cost coefficients are taken as averaged; the 
mass of the moved parts is assumed constant; force Fc at the output link of the pneumatic drive is 

constant; relay control of pneumatic valves; the time of formation of the control signal from the 

displacement sensor is not taken into account [12-16]. 
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Figure 4. Program for implementing mathematical modeling 
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The results of computer simulation 

 
 

Figure 5. Graph of pressure changes in the pressure cavity of the PC 

 

 
 

Figure 6. Graph of pressure changes in the exhaust cavity of the PC 
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Figure 7. Graph of changes in movement from time to time 

 

 
 

Figure 8. Graph of speed changes from time 
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Figure 9. Graph of speed changes from time 

 

Combining the obtained dependencies, we obtain a system of equations describing the process of 

positioning the output link of the pneumatic actuator. The system of differential equations can be solved 
by various numerical methods (Euler, Runge-Kutta, etc.) under given initial conditions, drive 

parameters, and control actions that functionally depend on the coordinate of the output link. The model 

was studied in the SimIntech program using numerical methods. 
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Abstract. This article deals with increasing security and children protection under the age of 16 

(underage) on social networks with photo content such as Facebook, Instagram, Twitter, and 

similar. Particularly, the emphasis is placed on the official sites of public institutions on 

Facebook, such as kindergartens, primary and secondary schools, and all institutions dealing 

with children. One of the source key issues is the ability to track these public pages by malicious 

visitors. The main point is the developed algorithm that analyzes any photo, recognizes kid(s), 

and blurs it during the upload photo onto the page of the social network. The complete procedure 

for processing is shown and performed testing, verification, and validation. 

1. Introduction 

Today, a large number of social networks exist where users can leave their photos without paying 

attention to where those photos may end up. Special attention is not paid to who can use these photos, 

and we can freely say - to misuse them. Typical examples of such social networks are 23snaps [1], 

Facebook [2], Instagram [3], Flickr [4], Fyuse [5], Tagged [6], Vingle [7], Virb [8]. Nowadays, many 

parents are too busy with jobs, and their children are left to the technologies that are available. Children 

still cannot distinguish between good and bad things, between good and bad intentions. Simply put, 

children are exposed to all the challenges on the Internet. On the way, children become like "digital 

natives" and begin to use the Internet at an early age and access it from various devices (computers, 

tablets, mobile phones). Usually, younger children use the Internet for entertainment (playing games, 

listening to music, watching videos, series, movies), while older children mostly use social networks 

[9]. Social networks have millions of users the number is increasing daily [10, 11]. Precise statistics on 

the number of children on the Internet have not yet been given precisely, but even that number is not 

negligible. 

In the forest of social network users, one of the main dangers for children lurks from sexual predators. 

Their intentions are always with bad consequences for the children, and they use the methods that are 

various to get in touch with the child and turn him into a victim. For all activities that children perform 

on the Internet, such as surfing, chatting, using social networks, online games, child protection implies 

physical, mental, and moral safety of minors. This becomes one of the potential major threats to the 

child's identity, and perhaps to his life. In particular, this becomes more pronounced in a time of 

pandemic because few people pay attention to the activities of children who now spend much of their 

time in a closed environment. Despite ongoing commitments, it is easy to conclude that most of the time 

children spend in front of the computer. 
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This paper deals with one of the methods that can prevent child abuse on the Internet. The method 

involves preventing the possibility of a potential predator following a child through a social network 

through children's photos on the child's pages. 

This paper is organized as follow. In section 2 the motivation for this paper is described. Section 3  

provides what is problem statement and state-of-art. Complete algorithm, testing and results are 

presented in section 4. 

 

2. Motivation 

As already mentioned, the main goal of this paper is to develop a system that will increase the security 

of kids on social networks. The greatest aspiration of children on social networks is to be as visible as 

possible to the outside world, to present and popularize. Children do this by posting photos, videos, 

liking various information, and similarly. Getting in touch with other people is the next step in using 

social networks. Social networks allow you to connect with other people so that the child can get in 

touch even with an unknown person. There is a possibility that a malicious person or an internet predator 

is hiding behind that unknown person, who may have the profile of another child. By coming into contact 

with such a person, the child is introduced into a conversation, and ignorance of behavioral control 

mechanisms [12] can lead to challenges that can be fatal. On the other hand, an unknown person can 

make contact with the child on his/her own by making the first contact by praising the photos previously 

posted by the child, which makes the communication scenario similar. In this sense, this paper presents 

a model and algorithm to perform prevention for posting photos on social networks by a child by blurring 

photos. Then an unknown person will be able to see the photos, but the faces of children under the age 

of 16 will automatically be hidden (blurred). In order to see the full format of the photo, the algorithm 

identifies the location from which the child's profiles are accessed and asks the visitor to reveal their 

identity. 

 

3. Problem statement and related work 

3.1. How internet predators work? 

There is no one and unique single method in which online predators work. But there are several methods 

that can have been identified as how online predators locate their victims and get them to do what they 

want, whether it is meeting them in person or simply engaging in some kind of online/on the phone 

sexual activity [13]. These are some typical methods online predators use: Find kids through social 

networking, blogs, chat rooms (even monitored, kids chat rooms), instant messaging, e-mail, and other 

Web sites, often using information in their targets’ personal profiles. Seduce their targets through 

attention, flattery, affection, kindness, and even gifts. These types of manipulation will cause kids to 

lose their sense of awareness, and help the predators to get from bad intentions to sexual exploitation 

(this is called “grooming”, and may continue over extended time periods). Are familiar with the latest 

music, hobbies, fashion, etc. that are likely to interest kids. Look for children that are emotionally 

vulnerable due to problems at school or home. Listen to and sympathize with kids' problems, while 

building a pseudo friendship, taking the kids side vis-à-vis their parents or teachers. Gradually introduce 

sexual content into conversations or show sexually explicit material that may even involve children 

engaging in sexual activity – in order to convince kids that this type of behavior is acceptable. If the 

victim tries to cut off communication, predators scare the victim into continuing the relationship by 

convincing them that they will tell their parents what they have been doing online and that they have 

viewed pornographic pictures, etc. May impersonate other youths in order to convince minors to meet 

with them [13]. 

3.2. Age recognition based on faces 

One of the key phases of this algorithm is a method for identifying a person’s age based on a photograph. 

There are currently several methods that give results with some accuracy. For each of them, a certain 

database of photographs is used in order to perform an age assessment. A longitudinal study of automatic 

face recognition uses two large databases of photos, PCSO LS with 147784 images of 18007 subjects, 

average 8 images per subject over average 8.5 years, and LEO LS with 31852 images of 5636 subjects, 
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average 6 images per subject over average 5.8 years). Each subject has at least four faces [14]. Paper 

[15] proposes a 3D facial aging model and simulation method for age-invariant face recognition. This 

method models from 2D to 3D domain and gives the additional capability of compensating for pose and, 

potentially, lighting variations. In paper [16] a wavelet transform is proposed to extract the face features 

and an Adaptive Resonance Theory for classifying age groups. The authors were trained neural networks 

with FG-NET images of different age groups and about 94.28% of images were grouped correctly. The 

study in [17] emphasis the signification of face recognition on social networks and addresses to 

development of techniques based on big data analytics, machine learning, etc. 

In this paper, we use The Wolfram Neural Net Repository [18]. This is a public resource that can be 

used for evaluation, training, visualization, transfer learning, and more. More precision, we use the 

trained neural network in the model of “Age Estimation VGG-16 Trained on IMDB-WIKI Data". The 

neural network is trained using the concept of deep learning. The convolutional neural network (CNN) 

uses VGG-16 architecture and The IMDB-WIKI dataset is used with 460723 images in IMDb, and 

62328 images in Wikipedia [19]. 

3.3. Face blur technique 

Blur technique is an integral part of well-known commercial professional software packages such as 

Adobe Photoshop, Premiere or After Effects, YouTube's face blurring tool, Wondershare Filmora, 

Skitch, Blur and Mosaic, Movavi, KineMaster. The Blur Technique blurs the pixels so that the image 

begins to lose detail. In this way, the image becomes blurred and it is not possible to recognize details 

in the parts covered by blur. Some of the most famous blur techniques are Gaussian Blur, Lens Blur, 

Motion Blur, and Blur Filter. In this paper, we use the blur technique to blur children's faces. 

 

4. The algorithm development, testing and results 

The complete algorithm’s roadmap is shown in Figure 1. In order to perform operations, it is necessary 

to fulfill the condition that there must be at least 3 people in each photo, one of whom must be younger 

than 16 years. On the other hand, the tested images are not of the same resolution, but the lowest 

resolution is 320×320. The algorithm starts by uploading a photo ⓐ. The next step is to detect faces in 

the picture and put them in a frame, ie. to separate from the photo ⓑ. After detecting and extracting 

faces, they are sent to an artificial neural network that has been pre-trained with a photo dataset where 

comparisons are made with other faces ⓒ. As a result of this phase ⓒ, an age is identified for each 

person sent. Thus, persons in the phase ⓓ were identified as having 45, 41, 7, and 10 years of age. U 

istoj fazi provera se vrsi koje je lice ima 16 godina ili je mladje. Kada se to uradi takvim licima se vrsi 

automatsko zamagljivanje lica. At the same phase, the check is performed on which person is 16 years 

old or younger. When this is done, such faces are automatically blurred ⓔ. Finally, the processed photo 

is automatically uploaded and placed on the user's page, ie the child's page. 

 

 

Figure 1. Algorithm’s roadmap of face blur technique 
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Figure 2 shows the distributions with which the probability of age identification was performed for 

each person in the photo. 

 

 

Figure 2. Distribution of age identification 

 

5. Discussion 

Many algorithms, developed as tools or toolboxes, aim to prevent children's activities by blocking their 

requests on the Internet. Basically, these add-ons are installed on user accounts, in this case these are 

kids, and block access to certain content or introduce parental controls. Such add-ons have been 

developed by companies such as Kaspersky [20]. For now, the world's greatest focus is to educate, which 

aims to guide children to all the challenges on the Internet and warn parents of the possible consequences 

[21]. With our method, we exclude the participation of parents, the child can work freely on the Internet, 

post their photos and content, and for that get protection from malicious visitors. Of course, all this 

includes mechanisms that record the attempt to access the content that children previously set, the 

content is protected automatically during upload, and in order to fully access the visitor must be 

personally identified and automatically revealed via the Internet location from which he accesses. 

 

6. Conclussion 

This paper deals with an algorithm that should prevent unwanted visitors from children and endanger 

their safety through social networks. This prevention is done by protecting the image, which the child 

places on his page, by blurring the faces of all persons aged 16 and younger. Modules that perform face 

isolation, face identification, and age assessment were tested. 
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Abstract. Modeling and simulation technologies play an important role in the operation, 

diagnosis of the current state and prediction of changes in various mechanical systems. The most 

effective approach for the study of nonlinear friction systems is the use of the method of physical 

and mathematical modeling, which is based on the construction of a mathematical model of a 

quasi-linear subsystem of a machine or mechanism and the creation of a physical model of a 

substantially nonlinear friction subsystem. Fundamentally new approaches have been developed 

to solve the problems of optimization, increasing the efficiency and competitiveness of non-

linear technical systems using the example of the wheel-rail tribosystem. Proposed technology 

of metal cladding of locomotive wheel band and implementation of anisotropy of friction 

coupling provide significant increase of efficiency of "wheel-rail" tribosystem. 

1. Introduction 

Almost all technical systems use friction units, such as gearing, rolling and sliding bearings, brakes, 

frictional vibration dampers, friction gears of the wheel-rail, wheel-road surface, belt and chain drives, 

spline joints, etc. Comprising only 5–8% of the total weight of a technical system, friction units largely 

determine its main technical and economic characteristics, such as reliability, efficiency, economic 

indicators, etc. In turn, the output parameters of friction units (friction coefficient and its stability, wear 

and tear of working surfaces and their intensity, etc.) depend on more than forty interrelated parameters 

and factors in a complex and nonlinear way. There are the following ones among these factors: the 

temperature of the contacting bodies and their temperature gradients; temperature pattern displayed in a 

thin tribolayer; normal and tangential mechanical strains in contacting materials and their gradients; 

actual contact areas and coefficients of mutual overlap; relative sliding and rolling speeds; type of 

movement; environment; the nature of contacting lubricants; micro- and macrogeometry of the 

contacting surfaces; the nature of the film on the friction surfaces; design features of friction units; 

dynamic characteristics of quasilinear mechanical subsystems, including friction units, as well as 

tribospectral characteristics of frictional interaction, and many more. 

Obtaining a mathematical model of a nonlinear friction system and nonlinear frictional processes in 

the form of regression equations leads to a violation of the principle of inapplicability of the 

superposition method for the nonlinear system study, as well as to an increase in the number of 

mathematical models. It might occur as a result of variation of just five factors out of 40 while the rest 

is “unaccounted”. It must be admitted that it is unrealistic to obtain such amount of information; as it 
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has been mentioned above, the models themselves would be incorrect due to the use of the superposition 

method[1-6]. 

 

2. Method for increasing the friction systems efficiency 

The most effective approach for the study of nonlinear friction systems is the method of physical and 

mathematical modeling. It is based on the construction of a mathematical model of a quasilinear 

subsystem of a machine or mechanism in the form of an equivalent dynamic model performed at a 

selected scale (or scales when using n-variant modeling) . Further, a model (or models) of the friction 

unit is (are) attached to that dynamic model. At the same time, the model provides a given level of 

correlation coefficients of the main dynamic characteristics of the full-scale and model quasi-linear 

subsystems. Tribospectral characteristics of the full-scale and model friction subsystems are also 

provided . 

This approach was used to solve a number of optimization problems for nonlinear technical systems. 

For example, by order of JSC Russian Railways, according to a business agreement, there was 

optimization of the geometric parameters of the railway track in small radius curves. The use of the 

method of physical and mathematical modeling and a unique model of the friction system “track – 

rolling stock” helped to reduce significantly the time of work performance and to develop 

recommendations for optimizing the geometry of the rail track. It allows obtaining an economic effect 

on the road network of JSC Russian Railways of about 3 billion rubles. A grant "Improving the wear 

resistance and durability of heavily loaded friction units of vehicles, machines and mechanisms by 

forming an antifriction layer of surface nanostructures on the tribocontact and providing dynamic control 

over the technical state of the tribosystem" was received for this purpose. In the process of solving the 

tasks of this grant, this approach has been chosen as the basis for creating a method for monitoring spline 

joints of the anti-torque rotor drive of the Mi-26 helicopter, as well as for obtaining options for studying 

the effectiveness of the developed measures to increase the reliability and durability of spline joint 

elements. 

Technological progress is impossible without innovative developments, discoveries and inventions. 

One of such developments is a patent for invention RU No. 2674899 "Method for increasing the friction 

systems efficiency" [7]. This method is based on a fundamental research in the field of mechanics of 

contact frictional interaction and tribology, as well as contact interaction of solids. 

One of the technical solutions made on the basis of the patent "Method for increasing the efficiency 

of friction systems" is the technology, technological equipment and consumables for increasing the 

tractive effort of the locomotive and the wheel sets resource. The theoretical basis of this technology is 

the anisotropy of frictional bonds formed by thermal metal cladding (TMC) of the working surfaces of 

the wheels (WSW) of locomotives (rolling circle surfaces and wheel flanges) [8]. 

As it is shown in multi-purpose studies of WSW thermal cladding with metals, their hardness is lower 

than the hardness of the WSW rim metal, the maximum effect of increasing the traction force of the 

locomotive (energy efficiency) and increasing the wheel sets resource is provided by the use of TMC 

technology where special aluminum alloys are used as consumables. Application of a thin aluminum 

layer on the traction surface of the rolling circle of a locomotive wheel provides 20–30% increase in the 

longitudinal friction forces (Figure 1). The increase in tractive effort is connected with a high rate 

formation of the aluminum adhesive component (in particular, the developed compounding of aluminum 

alloys), as well as a low level of limiting values of tangential [τ] and normal [σ] strain components [9-

14]. The combination of these physical and mechanical characteristics is provided in the mode of rolling 

friction with slipping, at a sliding speed Vsl <3%, the mode of preliminary displacement with a friction 

coefficient (adhesion) equal to ffr.adhesion. ≥ 0.4, practically approaching the coefficient of static 

friction fstatic ≥ 0.5. 
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Figure 1.  Surfaces after thermal metal cladding with an optimized aluminum alloy 

 
The adhesion friction coefficient drops to 0.18–0.2 level in the following modes: in the mode of 

action of the forces of transverse creep (locomotive movement across the axis of the track); fitting into 

curved sections of the track, and movement along a sinusoid (lateral vibrations when overcoming a wind 

load, as well as while driving with a banking engine) if there is a layer of an aluminum alloy with an 

optimized formula (Al-M) on the surface of the wheel rolling circle. This decrease is explained by an 

increase in heat generation in proportion to an n times increase of the sliding speed approximately: 

𝑛 =
𝑣𝑙𝑎𝑡𝑒𝑟𝑎𝑙

𝑣𝑙𝑜𝑛𝑔𝑖𝑡𝑢𝑑
=

100%

2.5%
= 40% 

Accordingly, the flash point at the tops of the contacting microroughnesses of the wheel and rail 

increases. 

An increase in the flash point is connected with a k-fold increase in the energy released during 

friction, which is equal to the following: 

𝑁𝑙𝑜𝑛𝑔𝑖𝑡𝑢𝑑 = 𝐹𝑓𝑟 × 𝑉𝑠𝑙
𝑙𝑜𝑛𝑔𝑖𝑡𝑢𝑑

; 

𝑁𝑙𝑎𝑡𝑒𝑟𝑎𝑙 = 𝐹𝑓𝑟 × 𝑉𝑠𝑙
𝑙𝑎𝑡𝑒𝑟𝑎𝑙; 

𝑘 =
𝐹𝑓𝑟×𝑉𝑠𝑙

𝑙𝑎𝑡𝑒𝑟𝑎𝑙

𝐹𝑓𝑟×𝑉
𝑠𝑙
𝑙𝑜𝑛𝑔𝑖𝑡𝑢𝑑 ≈ 𝑛 ≈ 40. 

A decrease in the level of the friction coefficient during the lateral movement of the locomotive is 

also connected with a 100% decrease in the adhesive component during sliding, and a decrease in the 

contact time of micro- and macro-irregularities. In this case, the rupture rate of single friction contacts 

is higher than the rate of formation of adhesive bonds between them. Thus, the use of the TMC of the 

wheel rolling circle surface makes it possible to increase the tractive effort of the locomotive by 20–

30%, and to reduce the wear and tear (rolling) rate of the wheel by 5–7 times. In the case of using the 

TMC technology, the calculation of traction energy losses is also made according to the following 

formula: 

∑ 𝐹𝑙𝑜𝑛𝑔 = 𝐹𝑙𝑜𝑛𝑔 + Δ𝐹𝑙𝑜𝑛𝑔 

Δ𝐹𝑙𝑜𝑛𝑔 = ∑ 𝐹𝑙𝑜𝑛𝑔 − 𝐹′𝑙𝑜𝑛𝑔 𝑜𝑟 𝐹𝑙𝑜𝑛𝑔 = √𝐹′𝑙𝑜𝑛𝑔
2 + √𝐹𝑙𝑎𝑡𝑒𝑟𝑎𝑙

2 − 𝐹′𝑙𝑜𝑛𝑔 

Δ𝐹𝑙𝑜𝑛𝑔 = 𝑡𝑔(45 − 𝛼
2⁄ ) × 𝐹𝑙𝑎𝑡𝑒𝑟𝑎𝑙 ≈ 5%   (1) 

323



 

 

 

 

 

 

 

   а)     b) 

Figure 2. Distribution of forces of lateral and longitudinal creep at frictional contact  

a) Fe-Fe b) Fe-Al 

 

Thus, the use of technology of thermal metal cladding reduces the level of traction energy losses in 

the presence of lateral creep forces by approximately several times. As it was mentioned above, when 

using the TMC for wear protection of the working surfaces of the flange, one can obtain additional 

tractive effort due to the frictional connection P of the surfaces of the flange and the side surface of the 

rail head. This two-point state of interaction of the locomotive wheel with the rail occurs when the 

locomotive fits into the curves, and when the required tractive effort increases significantly to 

compensate for the additional resistance of the trailed rolling stock when it moves in curved track 

sections. It also happens under wind load when moving with a banking engine. The traction force scheme 

is shown in Figure 2. 

The possibility of existence of this traction two-point contact is associated with practically equal 

sliding speeds of the wheel relative to the rail at points 1; 2 and the absence of the output of the traction 

force curve at point 2 on the horizontal sections of the traction characteristic page  Fig. 4. 

 

3. Realization of traction force for point-to-point contact 

Issues related to the wear and tear of the wheel sets flanges have always been and do remain relevant. 

Reducing the wear rate of the working surfaces of the wheels flanges to the level and below the level of 

the wear rate of the surfaces of the rolling circles makes it possible to reduce the number of wheel turning 

due to the "thin" flange and, accordingly, to increase the number of turns on the "rolling" of the tread . 

The latest technological scheme helps to reduce turning costs by 3–4 times and increase the resource of 

wheel sets by 4–5 times. Traditionally, the solution to problems associated with reducing the wear rate 

of the wheel sets flanges was carried out by supplying consistent antifriction lubricants to the contact 

zone of the wheel flange with the rail. However, the positive effect of lubrication of the wheel flanges 

is accompanied by negative consequences, such as oiling of the rolling stock and elements of the 

permanent way, getting of the rolling circle of the locomotive wheels into the contact zone and, as a 

consequence, the appearance of two-sided "flat wheels". 

As a result of complex theoretical experimental studies, a technological scheme was developed to 

protect the working surfaces of the wheel flanges from wear by applying a protective metal film on them 

. This solution is based on a slight excess of the sliding speed of the working surface of the flange relative 

to the rail (no more than 0.2%) (Figure 3, point 2) compared to the sliding speed of the rolling surface 

of the tread. 
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Figure 3. Scheme of contact of a railway wheel with a rail: a) one-point contact, b) two-point contact 

 

Thus, in the two-point contact, an additional frictional connection is created, which helps to increase 

the tractive effort of the locomotive by 20–25% when driving in a traction mode (Figure 4). 

 

 
Figure 4. Dependence of the adhesion coefficient on the sliding speed for a two-point contact 

 

Currently, there are two schemes for lubricating locomotive wheel set flanges with solid anti-friction 

materials: driven and non-driven. 

 

 

 

 

   

 

Figure 5. Shows diagrams and photos of drive lubricators 
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In some cases, for example, with limited geometrical spaces for the installation of flange lubrication 

systems (FLS) or grease rail lubrication systems (GRLS) or the need to provide a long service life with 

a single refueling, non-powered structures are the best option to protect against wear of flanges. 

The scheme for calculating the values arising in the contact zone of lubricating rods (briquettes) or 

metal-clad rods is presented below. 

 

 
Figure 6. Scheme for calculating the action of forces in the contact zone of the lubricating rods 

 

4. Conclusion 

The considered technology, technological equipment and consumables (optimized aluminum alloy) can 

significantly improve the technical, economic and ecological characteristics of the friction subsystem 

“locomotive wheel – rail”, as well as the entire system “track – rolling stock”. Thermal metal cladding 

of the working surfaces of the wheel tread of the locomotive and use of the anisotropy of the Al-Fe 

friction bond allows the following:  

 5–6-fold reduction of the level of traction energy losses associated with the lateral creep forces 

when the locomotive moves in a pushing mode, when overcoming the wind load, and when moving in 

curved track sections;  

 a possibility of turning locomotive wheel set treads due to such a defect as rolling along the rolling 

circle of a wheel set of a tread. Compared to turning due to a defect in the limiting value for the thickness 

of the flange, it ensures 3–4-fold reduction of the cost for the measures for turning locomotive wheel 

treads; 

 thermal metal cladding of the rolling circle surface of the wheel tread of a locomotive wheel helps 

to increase the trailer load by 20–25% by increasing the adhesion coefficient from 0.27 in case of the 

frictional coupling of the wheel to the rail in the traditional form Fe-Fe to 0.45 – 0.5 when the Fe-Al 

friction bond is applied;  

 thermal metal cladding with an optimized aluminum alloy of the working (frictional) surface of 

the wheel flange allows increasing the draw pull by 15–20% in the presence of unbalanced acceleration. 

It compensates for the resistance forces during the movement of the locomotive (for example, the forces 

of resistance to the movement of the rolling stock as a "carriage" in curved track sections);  

 thermal metal cladding of the working surfaces of the wheel tread of the locomotive allows 

excluding (reduction) of using sand as an activator of the adhesion coefficient. It excludes the 

phenomenon of oversanding the ballast prism of the railway track and, as a result, 1.5–1.8-fold increase 

in the interrepair time; it also reduces the expenses of traction energy by 2–3%;  
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 the application of the technology of thermal metal cladding helps to increase the mileage of a 

locomotive from 1.5 thousand km with its one-time servicing to 8–10 thousand km when filling it with 

briquettes of the TMC modifier. 
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Abstract This paper discusses the measurement of frequency instability and phase noise of real 

oscillators. As part of this work, a device was developed in LabVIEW, which allows 

implementing the multiplier-conversion method (MCM), in the form of a subprogram for 

oscillations with a low level of frequency instability. Another device was developed, which 

allows the simulation of a signal with a given phase noise grade, for applying MCM to increase 

standard deviation as many times as is needed. The use of these devices confirmed the operability 

and efficiency of the MCM for increasing the oscillation instability by a given number of times. 

The research showed that in the case of oscillation with very high frequency stability, it is 

possible to increase this small instability by a concise number of times, using MCM, and thereby 

provide the possibility of measuring frequency and phase instability, by devices with a larger 

error than is required for the measurements of very small instability.  

1. Introduction  

Wherever radio engineering and telecommunications are used, the requirements towards the frequency 

stability of generated oscillations are increasing yearly [1-15]. This leads to the need of improving 

methods for measuring and monitoring the frequency and phase parameters of oscillations generated by 

highly stable oscillators. This paper is a logical continuation of publications [16, 17] and is devoted to 

the both numeric and graphic representation of the results obtained during the development of a digital 

meter of frequency and phase instability of real oscillators based upon the multiplier-conversion method 

(MCM) [18-20], thank to which the reference devices are useless. The modeling has been performed in 

LabVIEW environment using National Instruments technologies and MCM. 

2. Instantaneous frequency of SFG-2110 oscillator 

The realization of the instantaneous frequency of the SFG-2110 oscillator, with the frequency set at 10 

MHz, which was measured by Ch3-85 frequency meter, is shown in figure 1(a). The data show, that in 

the observation interval of 45 seconds length the measurement of 450 instantaneous frequency values is 

performed and each value is obtained within 100 ms  

The realization of the instantaneous frequency contains outstanding and fast fluctuations which 

represent Jitter and considerably slower and more systematic (less chaotic) changes, which characterize 

Wander. Each frequency value, e.g. f = 9999865.037543956 Hz, is measured with an accuracy of 1 nHz. 

Thus, the achievable high relative accuracy of the oscillation frequency is equal to 
1679 101010   . 

This is formally obtainable using the Ch3-85 frequency meter in the combined method of discrete 
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counting, which consists about dividing two values with the possibility of obtaining any number of 

decimals, which is limited only by the computer capacity. 

In order to obtain the Allan deviation, the systematic component (Wander) is extracted from the 

instantaneous frequency signal (figure 1(a)) then, basing on the centered dependency of the components 

of frequency fluctuations (figure 1(b)), the Allan deviation (figure 1(c)) is calculated and the distribution 

histogram (figure 1(d)) is depicted. 

Figure1. The results of the oscillation frequency measurement of SFG-2110 oscillator 

3. Jitter measurement by instantaneous frequency of the signal and by power spectral density of 

the instantaneous frequency 

Focusing on the available data given by the mentioned combined discrete count method, and willing to 

simulate multiple instantaneous frequency oscillation signal of a real SFG-2110 oscillator, it was 

necessary to develop a LabVIEW virtual instrument (vi). Short-term frequency instability or Jitter is 

being quantitatively estimated basing on the realization of the instantaneous frequency, in other words, 

there should be the calculation of the standard deviation (SD) of frequency fluctuations 𝜎𝑓 within 2 sec. 

The figure 2(a) shows one of the realizations, obtained during the simulation of the instantaneous 

frequency of a signal provided by SFG-2110 oscillator. And the figure 2(b) shows the fluctuation 

component of the frequency df(t). It should be pointed out, that during the simulation; the initial 

frequency f0, the initial SD 𝜎0, the maximum spectrum frequency fm and the initial frequency relative 

instability δ0 of the instantaneous frequency oscillation signal were set to:1 kHz, 1 mHz, 25 Hz and 

 10 6
 respectively. After averaging the instantaneous frequency oscillation signal, the SD of the selected 

frequency fluctuation component 𝜎𝑓 resulted equal to 0.993 mHz almost equal to the input value 1 mHz. 

Thus, the high accuracy of the calculus is confirmed. 
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Figure 2. The instantaneous frequency of the signal of SFG-2110 

The following power spectral density (PSD), (figure 3) is the result of having applied the Fourier 

transform to the fluctuation component of the frequency df(t). 

 

Figure 3. The PSD of the instantaneous frequency of the signal of SFG-2110 

The averaging of the accumulated PSD of instantaneous frequency took place and the standard 

deviation of the average process happened to be 0.995 mHz.  

Despite the strict interrelation between frequency instability and phase noise, this paper shows, that 

evaluating instability might be, in some cases done with higher efficacy using phase noise. 

4. The measurement of phase noise using realization and PSD of the phase  

The integration of the fluctuation component of the instantaneous frequency allows to switch to the 

fluctuation component of the instantaneous phase, and after that, it is possible to determine the phase 

noise from the timing diagram (figure 4(a)) or from the PSD of the instantaneous phase (figure 4(b)). 

There are respective standard deviations of the phase noise on the upper right corner of each of these 

figures. As well as the upper case; the displayed standard deviations correspond to the average phase 

fluctuation process, 𝜎𝜑,𝑡 = 62.45𝜇𝑟𝑎𝑑 and the average PSD process, 𝜎𝜑,𝑓 = 62.33𝜇𝑟𝑎𝑑 respectively. 

As you can see, the obtained values are quite close and fully correspond to the theory. 
 

 
Figure 4. Realization of the instantaneous phase and PSD of the phase of the signal, which is from  

SFG-2110 
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5. The measurement of SD of the phase noise via the PSD of the oscillation 

The formation of the linear part of the argument of the oscillation, that simulates a harmonic signal from 

the SFG-2110 oscillator allows moving to the full instantaneous phase of the harmonic and form an s(t) 

oscillation with a given amplitude, frequency instability and the corresponding phase noise. After 

obtaining this oscillation, we proceed to solve two important tasks, that are related to obtaining an 

estimation of the phase noise, which is in the s(t) oscillation. 

The first task is as follows. Using the Hilbert transform, switching from the s(t) oscillation to the 

analytical signal is possible. Now, the complex envelope is extracted from the analytical signal and, 

from complex envelope the instantaneous phase is extracted. A fragment of the block diagram for 

solving this task is shown in figure 5(a). The realization of the instantaneous phase, which is embedded 

in the model of the signal, is shown in the figure 5(b). This phase completely coincides with the phase 

noise (figure 5(c)), which is extracted from the signal argument s(t).  

 

 
Figure 5. Extraction of the instantaneous phase from the s(t) oscillation 

The second task is to find the PSD of the oscillation with the already known phase noise. Then once 

again evaluate this phase noise, finding SD of the phase noise 𝜎𝜑,𝑠 using the PSD of the signal. PSD of 

the s(t) oscillation with a given phase noise is obtained by applying the corresponding Fourier transform. 

The result of this transformation is shown in figure 6. 

To obtain an estimation SD of the phase noise is recommended to follow these steps. The 𝑃0 

harmonic on the carrier frequency is excluded from the PSD of the signal. All other 𝑃𝑛 harmonics are 

summed and the sum is multiplied by two, after that the result is affected by the square root and the 

result is divided by the oscillation amplitude A, as it’s shown in the equation: 

𝜎𝜑,𝑠 =
1

𝐴
√2 ∑  𝑃𝑛

𝑁
𝑛=0  ,     (1) 

where: 𝑛 = 0,1,2, … , 𝑁; 𝑃𝑛 – all harmonics in the PSD, except the carrier frequency harmonic. 

Eventually, the obtained value of SD of the phase noise (𝜎𝜑,𝑠)  using the PSD of the signal is equal 

to 6.233 10−5 rad (figure 6) and this value coincides with the value of SD of the phase noise using the 
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realization of the instantaneous phase (𝜎𝜑,𝑡 = 6.245 ∙ 10−5rad) . And this values coincide with the 

value of SD of the phase noise, using the PSD  of the phase of the signal (𝜎𝜑,𝑓 =  6.233 ∙ 10−5 rad). 

 

 
 

Figure 6. The power spectral density of the oscillation of SFG-2110 oscillator 

 

6. Estimation of jitter of highly stable generators using MCM 

It was earlier [18-20] shown, that in case of very insignificant frequency fluctuations, MCM can be 

efficiently used for measuring instability, relying on its property of transforming the oscillation, so that 

the frequency instability increases by several orders of magnitude and, then its measurement can be 

performed rather easily by known methods. 

As part of this work, a device was developed in LabVIEW in the form of a subprogram, which allows 

implementing the MCM for oscillations with a low level of frequency instability.  

Another device was also developed, which allows the simulation of a signal with a given phase noise 

grade and then use the MCM to increase of frequency instability as many times as is needed. The use of 

these devices fully confirms the operability and efficiency of the MCM for increasing the oscillation 

instability by a given number of times. 

 

7. Conclusion 

The paper deals with the measurement of frequency instability and phase noise of real oscillators. It is 

shown, that in the case of an oscillation with a very high frequency stability, it is possible to increase 

this small instability by a certain number of times, using the multiplier-conversion method and, thereby 

provide the possibility of obtaining an estimation of frequency instability and phase noise by devices 

that have a greater error than is required for direct measurements. 

The article was recommended for publication by Doctor of Technical Sciences, Professor V.I. Marchuk 
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